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Executive Summary 

The project remains on schedule, highlighted by the successful bi-monthly release on October 1, 2025. Key features include an enhancement 
that enables users to look up adult foster home details within the applicable customer record. 

Throughout October, the deployment team executed multiple mid-sprint deployments to resolve identified defects. The team continues to 
experience deployment challenges, particularly around communication between the SI and BHA deployment team. The team is working on 
strategies to address these challenges. 

Four post-production defects were identified during the last release, including one high-severity and three medium-severity issues. Root 
Cause Analysis (RCA) continues to be performed to identify trends for improving overall quality and reducing recurring defects. 

The project has made efforts to improve their process for organizing and collaborating on user stories. Going forward, where appropriate, 
user stories will be grouped into broader epics (groups of related user stories) to improve communication, coordination, and overall 
management. These changes are scheduled for November 2025. 

Automated testing efforts (using TOSCA) have completed 4 newly automated modules, bringing the total to 13 out of 24 modules. The project 
plans to execute these 13 modules in the next regression test cycle. 
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Executive Summary 
Aug Sep Oct Category IV&V Observations 

The BHA team is refining sprint planning by adopting an epic-based approach to better 
organize work and plan multi-release initiatives. This transition moves beyond the "big 

e e e Sprint Planning 
rock" model toward a more agile, iterative framework. These changes are scheduled 
for November 2025. A new team member from the SI has strengthened team 
expertise, and cross-functional collaboration has increased, with clinical, case 
management, and grievance teams actively engaged in backlog . 

e e e User Story (US) 
There are no active findings in the User Story (US) Validation category, which remains 

Validation 
Green (low criticality) for this reporting period. IV&V will continue to monitor the US 
development and validation process in upcoming reporting periods. 

Automated testing with TOSCA has completed four new modules, bringing the total to 
M M M Test Practice 13 out of 24, halfway to full automation. Automated modules for DOD are planned for 

Validation execution in the next regression cycle. 
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Executive Summary 
Aug Sep Oct Category IV&V Observations 

Following the release of 4.14, production defects are being addressed . Mid-sprint 

M M M 
Release/ deployments, including a console app fix, introduced some issues. Provider API and 

Deployment Portal report deployments highlighted opportunities to strengthen knowledge transfer and 
Planning preparation. The team is focusing on improving knowledge sharing and exploring 

automation for production deployments. 

On-The-Job- This category remains Green (low criticality) for the October reporting period with no 

e e e Training (OJT) and active findings. 
Knowledge 

Transfer (KT) 
Sessions 

e e e Targeted KT This category remains Green (low criticality) for the October reporting period. IV&V will 
continue to monitor. 

Project There are no project performance metrics to report for the October reporting period. IV&V 

e e e Performance will keep this category's criticality rating Green (low criticality) and will continue to monitor. 
Metrics 

Organizational This category remains Green (low criticality) for the October reporting period. There are e e e Maturity no outstanding findings in this category, and IV&V will continue to monitor. 
Assessment (OMA) 
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Executive Summary 
Aug Sep Oct Category IV&V Observations 

The project remains on schedule, highlighted by the successful completion and go-live 

e e e Project on October 1, 2025. Key enhancement now allows users to view adult foster home 
details within customer records. 

Management The team continues to closely track defects, focusing on field-reported issues to drive 
improvements and enhance the user experience. 

Resource As the team continues to make progress, limited resources remain a key challenge. The 

M M M Management 
DOD IT Help Desk is currently staffed by three team members who support multiple 
functions, which may limit capacity and slow issue resolution . Additional cross-trained 
staff and a dedicated IT training role could help strengthen support. IV&V will continue 
monitoring to determine whether this area may trend toward high in the coming month. 
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Executive Summary 

As of the October 2025 reporting period, eight (8) open findings. Four (4) Medium Issues, one (1) Low Risk, Two (2) Low 
Issues, and One (1) Preliminary Concern spread across the Release/Deployment Planning, Test Practice Validation, Sprint 
Planning, Project Management, Resource Management, Software Development, assessment areas are currently open. 

Open Risks/Issues by Category/Preliminary 
Concerns/Priority 

Software Development 

Resource Management 

Test Practice Validation 

Sprint Planning 

Release/Deployment Planning 

Project Management 

0 2 

■ Open 
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IV&V Findings & Recommendations 

Assessment Categories 
Throughout this project, IV&V verifies and validates activities performed in the following 
process areas: 

• Sprint Planning 

• User Story Validation 

• Test Practice Validation 

• Release I Deployment Planning 

• On-the-Job Training (OJT) and Knowledge Transition (KT} Sessions 

• Targeted Knowledge Transition (KT} 

• Project Performance Metrics 

• Organizational Maturity Assessment 

• Project Management 

• Resource Management 
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IV&V Findings & Recommendations 
Sprint Planning (cont'd) 

■ Key Findings 

Low Risk: The absence of separate dedicated product backlog review meetings can lead to unclear 
priorities, misalignment with stakeholders, inadequate refinement, and an increased risk of scope 
creep. 

Update: BHA team is currently refining its sprint planning and resource management approach. They 
41 are exploring the use of epics to better organize work and plan for larger initiatives that may span 

multiple releases, moving beyond the current "big rock" approach to a more agile, iterative planning 
model. A newly integrated team member is actively contributing to E-sign-related efforts, which has 
strengthened expertise within the team. Collaboration has also improved, with multiple functional areas 
including clinical, case management, and grievance teams engaged in reviewing and refining backlog 
items. 

Recommendations 

BHA continues to conduct these meetings regularly and mature the practice over time, as they provide tangible 
value in sustaining project velocity and reducing rework. 

CAMHD and DOD implement a structured feedback management process with a prioritization framework to 
ensure that all new requests are thoroughly evaluated and aligned with project goals before being added to the 
backlog. 

Separate dedicated product backlog review meetings (during Sprints) would allow clarifying any ambiguities or 
uncertainties, re-prioritization, estimation and refinement of backlog items. This would allow the project team to 
avoid situations where decisions about including items mid-Sprint would have to be taken. 

IV&V recommends scheduling separate dedicated product backlog review meetings (during Sprints) where all 
relevant stakeholders are invited to review the product backlog and scheduled at the appropriate time(s) such 
that there is sufficient time to plan the design, development, and implementation (DOI) of the next release(s). 
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Rating 

Status 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Test Practice Validation 

■ 

2 

Key Findings 

Medium Issue: The lack of comprehensive automated regression testing has likely led to post­
production defects, causing user frustration. 

Finding Update: Regression testing for Release 4.15 is scheduled for 11/20/25- 12/02/25, with go-live 
planned for 12/03/25. The Tosca Automation Regression Testing SME will run the automated test 
scripts completed for DDD, covering approximately 50% of the total tests. CAMHD's automation efforts 
are currently on hold pending a Tosca upgrade. Automation of the remaining DDD tests is on track for 
the February 2026 completion target. 

Recommendations 

To ensure effective Tosca testing, it is crucial for both divisions to align on a unified resource allocation strategy. 
Given the limited availability of resources, open communication and consensus-building are essential for 
optimizing tester utilization. By collaborating to prioritize testing efforts, share critical test cases, and identify 
overlapping areas, the divisions can achieve comprehensive regression testing without overburdening a single 
resource. This collaborative approach will balance workloads, streamline processes, and enhance test 
coverage, minimizing delays and bottlenecks. Ultimately, it will enable both divisions to efficiently meet their 
testing objectives. 

A balanced approach that combines manual and automated regression testing to ensure broad test coverage 
and flexibility. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Having board(s) in Azure DevOps or a document on SharePoint that provides information about the status of 
regression testing automation, to facilitate visibility and transparency to BHA project personnel and 
stakeholders. 

Schedule priorities should be reevaluated by distributing the work according to the resource bandwidth. This will 
ensure that the schedule is not impacted and that the work is done efficiently between regression testing and 
Golden Record (GR) tasks. 

Pursue and complete additional formal training in Azure DevOps and Tricentis for test automation as soon as 
possible and complete efforts to automate the two primary regression test scripts. 

IV&V recommends DDD and CAMHD to develop a common and consistent approach across divisions for 
performing regression testing. 

Determine if current regression testing timeframes are adequate, and if not, add more time to the pre-production 
regression test efforts for all release deployments. 
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Status 

In Progress 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

■ 

40 

Key Findings 

Low Issue: Limited testing processes can lead to poor-quality software, project delays, and extended 
user acceptance testing. 

Finding Update: BHA continues to evaluate high risk areas of the system where additional test 
coverage could add value. A key post go-live defect revealed that role-based testing was missed on 
certain steps during the last regression, with the testing team expecting to incorporate this coverage in 
the next cycle. 

Recommendations 

IV&V recommends enhancing testing scripts to better align with high-risk and business-critical workflows. This 
may include incorporating a broader range of testing techniques such as negative testing (e.g., invalid inputs or 
edge cases), boundary testing, role-based scenario testing, and end-to-end workflow validation. Expanding the 
scope of testing in this way will help uncover hidden defects, improve system robustness, and reduce the 
likelihood of post-deployment issues. 

As part of this effort, it may be helpful to review recent production defects to identify areas where test coverage 
could be improved. Expanding smoke test scenarios to include key functional paths with a history of defects, 
along with exploring opportunities for automation, can contribute to more efficient and consistent post­
deployment validation. These enhancements are intended to support stronger release readiness and help 
minimize the risk of post-deployment issues. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Make efforts to implement a streamlined Root Cause Analysis (RCA) process to identify the causes of defects 
and prevent recurrence. Due to project resource constraints, propose timeboxing RCA efforts for each defect 
introduced into production. Timeboxing involves allocating a fixed period (e.g., 1-2 hours per defect or a set 
number of hours per week) for focused Root Cause Analysis (RCA) activities. These activities may include 
quickly gathering defect context, analyzing potential causes, and proposing corrective actions, all within the 
specified timeframe. Project PM(s) can oversee the tracking of corrective actions to ensure completion. 

IV&V recommends that, after fixing a defect, the SI incorporate relevant test cases to validate these fixes in 
subsequent releases. 

IV&V has requested an overview of the testing process, with a focus on process such as tracking test coverage 
and requirements traceability. 

A Stakeholder Register helps identify and understand all project stakeholders, ensuring needs are met and risks 
are managed through effective communication. A RACI matrix clarifies roles and responsibilities, improving 
collaboration, decision-making, and resource management, which are all critical for the success of IT projects. 

Identify stakeholders (output is Stakeholder Register) and develop a RACI matrix for testing. 

Review the overall testing process and implement any needed improvements identified. 
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In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

■ Key Findings 

Medium Issue: Due to on-going deployment processes and technical execution issues, the Project may 
continue to encounter defects and challenges, e.g., when releases are in production or in meeting 
projected timelines for production and non-production deployments. 

Finding Update: Following Release 4.14 deployment, several production defects were identified and are 
39 actively being addressed. Mid-sprint deployments during the month introduced additional issues - most 

notably a console application fix that resulted in multiple post go-live defects requiring remediation in the 
next release. Execution issues with the Provider API and Provider Portal report deployments highlighted 
gaps in knowledge transfer and deployment preparation across the BHA team. Mitigating these risks 
involves improved knowledge sharing; in addition, automation of production deployments is being explored 
to reduce reliance on manual execution. 

Recommendations 

IV&V recommends that the project consider targeted efforts to reduce recurring defects, which may include 
performing Root Cause Analysis (RCA) on all post-production defects. 

The project team is recommended to develop and document a formal Root Cause Analysis (RCA) protocol that 
includes defined triggers for initiating an RCA such as severity 1 or 2 production defects, recurring issues, or 
stakeholder-reported impacts. The protocol should also establish clear roles and responsibilities for conducting 
RCAs and reviewing outcomes, along with setting timeframes for completing RCAs following defect identification 
or release. 
Additionally, incorporating standardized templates or tools for documenting RCA findings and associated 
corrective actions, as well as implementing a tracking mechanism to ensure those actions are carried out and 
monitored for effectiveness, will strengthen the process. Formalizing these elements will help ensure RCA 
practices are applied consistently, improve visibility into root causes, and support long-term defect reduction 
across future releases, including those related to FHIR, MSDs, and AER. 

YYYYVY.JJUUIIVVUI l~Ullll l~~I UUJJ.VUIII 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

Recommendations 

Implement a streamlined Root Cause Analysis (RCA) process to identify deployment causes and prevent 
recurrence. To manage resource constraints, consider timeboxing RCA efforts-e.g., 1-2 hours per defect or a 
set number of hours weekly. Within this timeframe, focus on gathering context, analyzing causes, and proposing 
corrective actions. Project PMs can track these actions to ensure follow-through. 

The project should consider automating deployments for resource savings, increased efficiency, consistency, 
faster time to market, improved collaboration and reliability, scalability, version control integration, and rollback 

Status 

In Progress 

In-Progress 
capability. 

_11::::=======:::::: 
Ensure there are adequate and qualified resources to support the current deployment processes. This may 
require support from SI resources to provide assistance and knowledge transfer for some more complex 
deployment components. 

As appropriate, consult with the SI on best practices that BHA could employ to support deployment. 

Request the assistance of the Si's Solution Architect in reviewing and correcting issues associated with the 
consistency of configurations across environments, ensuring that the test environment is capable of testing ALL 
functions of any given release without the need for using multiple test environments. 

Request assistance from the Si's Solution Architect in reviewing deployment scripts to double-check for accuracy 
and completeness before commencing deployment activities. 

www.publicconsultinggroup.com 
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In Progress 

In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 
Recommendations 

The Project Team should consider evaluating potential changes to improve/enhance existing processes and 
communications to address current release/deployment shortfalls. 

IV&V recommends performing a Root Cause Analysis (RCA) in collaboration with SI for the continued concerns 
surrounding environment differences. 

IV&V recommends updating the Project's Configuration Management Plan to address the current needs of the 
Project. This should include specific checklists geared at ensuring repeatable promotional processes by DOH. 

Look at implementing 'hard' code freeze dates as well as test environment deployment dates to ensure that 
testing and deployment activities are not rushed. 

Ensure an operational and fully functional test environment is available to effectively conduct end-to-end 
regression testing prior to deploying a release to production. 

Develop a plan to institutionalize the execution of smoke testing for promotions to non-production and production 
environments. This will help to ensure that all components needed to test have been properly deployed prior to 
the actual execution of test activities. 
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Status 

In Progress 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ Key Findings 

Low Issue: Lack of oversight of the established defect management process could lead to lost/forgotten 
defects and user frustration and could slow the resolution of similar defects in the future. 

Finding Update: IV&V continues to monitor the project team's adherence to the Help Desk and defect 
46 management processes and will provide feedback and recommendations to support further alignment with 

industry best practices. 

Recommendations 

The project records the history of a defect's severity in the corresponding ticket's description/notes section in 
ADO. For example, when a hotfix is deployed to mitigate a defect initially classified as "Critical," the 
description/notes section should document that the defect originally had a "Critical" severity rating. 

Based on Best Practices, updating the defect management documentation and having regular refresher training 
on the defect management process. 

Send communications to the project stakeholders to clarify the defect management process and the importance 
of logging all defects. 

Take steps to assure current and new users understand how to report and/or log defects. 

Consider designating a defect management lead or champion to oversee adherence to the process and assure 
all defects are logged. 

Keep stakeholders informed about defect status, priority, impacts, and resolution timelines. This could increase 
awareness of the importance of logging defects. 
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Criticality 
Rating 

Status 

Open 

In Progress 

Open 

In Progress 

Open 

In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 
Recommendations 

Discuss ways to improve the defect logging and management process with the SI and come up with a plan to 
improve. 
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Status 

In Progress 
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IV&V Findings & Recommendations 
Resource Management 

■ Key Findings 

Medium Issue: A shortage of BHA project resources could lead to reduced productivity and project 
delays. 

Finding Update: As the team continues to make progress, limited resources remain a key challenge. 
34 The DOD IT Help Desk is currently staffed by three team members who support multiple functions, 

which may limit capacity and slow issue resolution. To enhance support and maintain efficiency, there is 
a continued need for additional cross-trained staff, along with a dedicated training position focused on 
IT-related tasks. IV&V will continue monitoring to determine whether this area may trend toward high in 
the coming month. 

Recommendations 

Consider identifying key security-related activities such as policy development, monitoring, or access oversight 
that could benefit from additional support. This could help provide clarity for discussions regarding the potential 
adjustment of existing roles or exploration of alternative solutions. A high-level overview of these activities may 
assist leadership in evaluating and addressing any potential gaps over time. 

BHA implement a structured knowledge transfer process when key personnel retire, including cross-training 
and documenting critical knowledge in the Dynamics Help Desk system. Regular updates to the knowledge 
base will maintain its accuracy, preserve essential information, and support smooth operational continuity. 

Utilizing peer-to-peer knowledge sharing, allowing experienced team members to informally share their 
expertise during team meetings. Additionally, creating internal documentation that outlines best practices and 
processes for developing security policies would serve as a self-service resource for the team. 
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Criticality 
Rating 

M 

Status 

Open 

Open 

II I 

In Progress 
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IV&V Findings & Recommendations 
Resource Management {cont'd) 

Recommendations 

DOD and CAMHD have further discussions to optimize resource utilization between the two divisions. 

BHA should explore options for offloading project team members' daily responsibilities to other staff. 

BHA should work quickly to create new positions and receive State approval. 

BHA should identify tasks and duties that they can ask the SI to assume, as permitted by the contract, which 
are presently being handled by BHA members. 

BHA should explore the use of contractors to fulfill the functions for open project positions. 
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Status 

Open 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ 

14 

Key Findings 

Medium Issue: Due to multiple quality concerns, the project may continue to face impactful system 
defects. 

Finding Update: Since the Release 4.14 deployment to Production, One (1) High and three (3) 
Medium-severity post go-live defects were identified. The project team is actively addressing these 
defects, which impact key functionality - service authorization generation and data imports via the 
console application. Root Cause Analysis (RCA) has been conducted, with several defects pending 
analysis. 

Recommendations 

Closer collaboration between divisions to review reported defects, ensuring a shared understanding and 
alignment, particularly regarding the severity and priority of production defects. 

Consider exploring tools and practices that support continuous code quality improvements that could help to 
establish quality standards and assure high-quality code that is secure and can be easily maintained. 

The project increases comprehensive testing prior to joint testing to reduce the burden on BHA testers and 
reduce post-production defects. 

The SI vendor add a "Found In" column to the daily scrum file to indicate the environment where each defect 
was identified. 

The SI vendor provides the total number of defects in production and reports these numbers regularly to BHA. 

Evaluate existing project staff skills and experience levels to ensure they meet BHA support requirements. 
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M 

Status 

Open 

In Progress 

Open 

In Progress 

In Progress 

Closed 
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IV&V Findings & Recommendations 
Software Development {cont'd) 

Recommendations 

Perform CAMHD revenue neutrality fiscal balance testing on a quarterly basis to ensure revenues are as 
expected. 

The project monitor implemented improvements for effectiveness. 

Performing an RCA in collaboration with the SI after all future release deployments for continual quality 
improvements. 

BHA and the SI collaborate on the necessary revisions to the submitted design deliverables to increase level of 
detail and quality. 
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Status 

In Progress 

In Progress 

In Progress 

In Progress 

23 



IV&V Findings & Recommendations 
Software Development 

Key Findings 

Preliminary Concern: The project previously maintained a Lessons Learned document, but it was 
discontinued. Contributing factors included challenges in ensuring that retrospective discussions 
remained fully constructive and solution-oriented. As a result, the project currently lacks a 

53 comprehensive Lessons Learned document and review process that can be shared across the project to 
support continuous improvement. The absence of such documentation may limit opportunities to capture 
insights and drive process enhancements in key areas such as development output, testing 
effectiveness, and deployment preparation and execution. 
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IV&V Findings & Recommendations 

Project Performance Metrics 

Metric 

Velocity 

Description 

• Review and validate 
the velocity data as 
reported by the 
project 

• Verify the project is 
on pace to hit the 
total target number 
of US/USP 
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IV&V Observations 

October: R4.14 was deployed to Production on 
10/1/2025. Mid-Sprint deployments occurred on 
10/3, 10/20 and 10/21 . R4.15 is planned for 
production on 12/3/2025. 

I 

IV&V Updates 

Velocity Metric Trends: 

Release Planned Actual 
velocity velocity 

R4.14 126 164 

II 

Percentage 
attained 

130% 
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IV&V Findings & Recommendations 
Project Performance Metrics 

Release Planned 
velocity 

R4.1 309 

R4.2 85 

R4.3 85 

Golden Record Mid-Sprint 
0 

(MSD) 

R4.4 240 

R4.5 95 

R4.6 84 

R4.7 111 

R4.8 111 

R4.9 111 

R4.10 111 

R4.11 111 

R4.12 110 

R4.13 126 

R4.14 126 

Phase 4 Releases Cumulative Variance 

Actual Cumulative 
velocity variance 

114 -195 

174 -106 

124 -67 

68 

225 -14 

76 -33 

103 -14 

50 -75 

107 -79 

71 -119 

162 -68 

132 -47 

111 -46 

78 -94 

164 -56 

> 
§ 
~ 
"" > 

PHASE 4 RELEASE VELOCITY 

~--~-------,--........ ---------------------__,.-------­"" "' 

RElfASES 

■ Planned veloci ty Actual 
velocity 

• 

Cumulative variance 

Note: The SI has been working on areas not currently reflected in the velocity numbers shown in the table above. 
Once the SI provides those velocity figures, IV&V can incorporate them into the table. ~ 
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IV&V Findings & Recommendations 
Project Performance Metrics {cont'd.) 

Metric 

Defect Metrics 

Description 

Understand and track the 
following: 

• Defects by category 
(bug fixes) 

• USPs assigned to 
defects in a release 
vs. USPs assigned to 
planned US in a 
release 

IV&V Observations 

October - Velocity was estimated at 126 
USPs for R4.14, 164 USPs were promoted 
to production on 10/1/25. 43 of the 164 
USPs were for defect fixing. 
•74% of the USPs were associated with user 
stories and requests. 
•26% of the total USPs were associated with 
defects encountered during the release 
effort or pulled from the defect backlog. 

IV&V Updates 

N/A 

Note*: This defect percentage does not include defects under warranty that are assigned zero (0) User Story Points. 
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Appendix A 
IV&V Rating Scales 

This appendix provides the details of each finding and recommendation identified by IV&\/. Project stakeholders are 
encouraged to review the findings and recommendations log details as needed. 

• See Findings and Recommendations Log (provided under separate cover) 
• IV&V Assessment Category Rating Definitions 

The assessment category is under control and the current scope can be delivered within the current schedule. 

The assessment category's risks and issues have been identified, and mitigation activities are effective. The overall 
impact of risk and issues is minimal. 

The assessment category is proceeding according to plan(< 30 days late). 

The assessment category is under control but also actively addressing resource, schedule or scope challenges that have 
arisen. There is a clear plan to get back on track. 

The assessment category's risk and/or issues have been identified, and further mitigation is required to facilitate forward 
Y progress. The known impact of potential risks and known issues are likely to jeopardize the assessment category. 

Schedule issues are emerging ( > 30 days but < 60 days late). 

Project leadership attention is required to ensure the assessment category is under control. 

The assessment category is not under control as there are serious problems with resources, schedule, or scope. A plan 
to get back on track is needed. 

The assessment category's risks and issues pose significant challenges and require immediate mitigation and/or 
escalation. The project's ability to complete critical tasks and/or meet the project's objectives is compromised and is 
preventing the project from progressing forward. 

Significant schedule issues exist(> 60 days late). Milestone and task completion dates will need to be re-planned. 

Executive management and/or project sponsorship attention is required to bring the assessment category under control. 
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Appendix A 
Finding Criticality Ratings 

Criticality 
Rating 

Definition 

A high rating is assigned if there is a possibility of substantial impact to product quality, scope, cost, or 
schedule. A major disruption is likely, and the consequences would be unacceptable. A different approach 
is required. Mitigation strategies should be evaluated and acted upon immediately. 

A medium rating is assigned if there is a possibility of moderate impact to product quality, scope, cost, or 
M schedule. Some disruption is likely, and a different approach may be required. Mitigation strategies should 

be implemented as soon as feasible. 

A low rating is assigned if there is a possibility of slight impact to product quality, scope, cost, or schedule. 
Minimal disruption is likely, and some oversight is most likely needed to ensure that the risk remains low. 
Mitigation strategies should be considered for implementation when possible. 
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Appendix B 
Inputs 

This appendix identifies the artifacts and activities that serve as the basis for the IV&V observations. 

Meetings attended during the October 2025 
reporting period: 

1 . Daily Scrum Meetings 
2. Daily Design Meetings 
3. Twice-Weekly Project Issues Meetings 
4. Weekly BHA-ITS Program Status Meeting 
5. Bi-Weekly Check-in: CAMHD 
6. Bi-Weekly Check-in: ODD 
7. BHA (CAMHD & DOD) IV&V Joint Meeting 
8. IV&V Draft IV&V Status Review Meeting with DOH 
9. DOH BHA IT Solution Project - Steering 

Committee 
10. Incident Management Discovery 
11 . Discovery Management Solution Discovery 

Sessions 

Eclipse IV&V® Base Standards and 
Checklists 

Documert 

www.publicconsultinggroup.com 

Artifacts reviewed during the October 2025 
reporting period: 

1. Daily Scrum Notes 
2. Twice Weekly Issues Meeting Notes 
3. Weekly BHA-ITS Program Status Report 
4. Release 4. 7 Release Notes 
5. Conducted IV&V Interviews. 
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Appendix C 
Project Trends~~~~~~~~~~~ 

www.publicconsultinggroup.com 
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Appendix D 
Acronyms and Definitions 

Acronyms 

DOH 

BHA 

CAMHD 

FHIR 

DOI 

ODD 

SI 

USP 

SME 

SIT 

MS 

MSD 

ADO 

SLA 

RCA 

UAT 

OJT 

KT 

SFTP 

IV&V 

MQD 

Definition 

Department of Health 

Behavioral Health Services Administration 

Child & Adolescent Mental Health Division 

Fast Healthcare Interoperability Resources 

Design Development Implementation 

Developmental Disabilities Division 

System Integrator 

User Story Points 

Subject Matter Expert 

System Integration Testing 

Microsoft 

Mid Sprint Deployment 

Azure DevOps 

Service Level Agreement 

Root Cause Analysis 

User acceptance testing 

On-the-Job Training 

Knowledge Transition 

Secure File Transfer Protocol 

Independent Verification and Validation 

Med-QUEST Division 

CMS Centers for Medicare & Medicaid Services 

AER Adverse Events Report 
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Appendix E 
List of Production Defects 

ID Work Item Division Title State Priority Severity Found In Created Date 

41226 Bug DDD DDD - Service Authorization Generation Issues Completed in Dev 1 2- High PROD 10/7/2025 9:36 

37733 Bug DDD DDD - Incorrect Columns displaying on Provider Plan subgrid (Action Plant Evaluated On Hold 1 3- Medium PROD 2/5/2025 7:37 

41318 Bug DDD DDD - Check not parsing fully in INSPIRE New 2 3- Medium PROD 10/24/202512:51 

41185 Bug CAMHD CAM HD - 835 records Owner not being set Approved 2 3- Medium PROD 10/3/202511:51 

40891 Bug DDD DDD - Power Automate flow bug - Community Living: Create Document Lo Pending Approva l 2 3- Medium PROD 8/25/2025 10:53 

40855 Bug DDD DDD - Calculator one-time mid-year change ISP report discrepancy New 2 3- Medium PROD 8/20/2025 7:49 

40776 Bug DDD DDD - Calculator Objective unchecking problem Approved 2 3- Medium PROD 8/6/2025 12:46 

37793 Bug DDD DDD - ISP Report Generation Issues New 2 3- Medium PROD 2/10/2025 12:06 

36383 Bug DDD DDD - Calculator problem with paid base and add on New 2 3- Medium PROD 9/26/202412:19 

35450 Bug DDD DDD - Calculator not printing correctly Approved 2 3- Medium PROD 7/26/202411:36 

35317 Bug DDD DDD - Plan Services with no Provider Plan Active 2 3- Medium PROD 6/24/2024 12:06 

34238 Bug CAMHD CAM HD - Assessment Entity Initial Save Time - IMHE Evaluated_On Hold 2 3- Medium Prod 8/17/2023 5:33 

34110 Bug DDD Bug - Individual Budget unlinking from Service Authorizations New 2 3- Medium PROD 7/27/2023 18:40 

30726 Bug DDD Portal signature fields do not accept touchscreen input Evaluated_On Hold 2 3- Medium PROD 9/17/202112:07 

34242 Bug DDD Bug - Case Merge - Contact Notes not merging; Permissions error New 3 3- Medium PROD 8/17/202311:44 

33841 Bug DDD DDD - Calculator 3.0 - Users able to schedule service past ISP end date ag Approved 3 3- Medium PROD 5/17/202311:22 

33550 Bug CAMHD Bug: "Progress Notes Associated to Invoices" page not loading New 3 3- Medium PROD 3/31/2023 20:11 

30634 Bug CAMHD CAM HD Bug - Credentialing documents not copied into PROD during Data Completed in QA_Test 3 3- Medium PROD 2/16/202117:45 

www.publicconsultinggroup.com 36 



PUBLIC™ 
CONSULTING GROUP 

Solutions that Matter 



m --

Codequalil'f 

-- ---- --
The l;id< of eomprehen~;,utom;ited rqressk>n testing R3.31ntroduced ii defect~dep~led featuresln production spedflc; to 1. To ensureeff«tlw:TO$Clltestlng. ltlscrud;ilfor both dMslonsto;illgn on a 10/31/2S - Rejresslon testing for Rele.ise4.15 ls stheduledfor ll/20/'15- 12/02/'15, with go-llve pl;inned for U/03/25. The Tos,;;, Autom;otlon Regreulon TestPri>ctk;eValldatlon 
has likely led to post-production defects, causln& user lnteQrilted Support and Life Trajectory functionality. DOD has informed IV&V unified resou,ce allocation strateav. Given the limited ilVilllabllity of resouous, Testln& SME wll run the automilted test scripts completed for ODO, coverln& approKlmately 50'J1ii of the total tests. CAMHD's automiltlon efforts are currently 

that there ;ore other e,i;,mples of functionality being depre~;tted ;ofter ii open communk;itlon ;ind consensuHlulldlng ;ore essentlal for optlml,lna tester on hold pending ii Tos,;;, up~e. Autom;11;lon of the rem;olnlng ODO tests Is on 1r;u;k for the Febru;iry 2026 ~omplei;lon t;irset. 
release,someofwhichare stillbeln1lnvestlpted.Asofthlsreport,IV&V h1S utili,at1on.8ycolaboriltin1toprlor1t1,e tesUn1efforts,sharecrltlcaltestc1Ses. 
nolevi11Ui1ted thepro/e<:t'sroo1c;iuse ;inalysls (RCA) process used to ;ind Identify O\lerlippfng;iren, the dlvlslonsc;in ;ochlevecomprehenslve Regnmlon testl113for Rele;lle .f.lSls scheduled for ll/20m -12/02/25, with go-Ihle planned for 12/03m. The;,pproach wllbe for DOO;ondCAMHDto 
determlnewhysuchfunctlonalltywasdeprecated but will dlscussfurthe,- relfesslon tesUn1 withoutoverburdenln&asin&le resource. This collaborattve run their testases, alona;wlth the Tosca Automation Ree,ession TesUn1SME runnln1the IUtomlted tests completed in the prior and current month 
with BHAlnJilnu;iry2020, ;,pproildl wlll billance worldo;ids, w-e;imllneprocesses, and enh;ince test (representfn1;,pllf0):lm1tely 5Q%oftot;li testf), Autom;itlon of 1he rem;,lnln1iests Ison trilek for the Febru;iry2026cornpietlontilrget. 
Thorou1hvetUnaandvalldatlonofre1resslontestcasesarenecessaryto cO\lera&e,mlnimizln&delaysandbottlenecks.Ultlmately,ltwillenableboth 
prevent defects when a release Is pushed live. When defe<:tsoccurin dMsions to effk:lentlymHtthelrlestingobje<::tives. 9/30/25 - Regression test1n1for Release4.14 rem;ilnson trild< for the period of 9/22/25 to 9/30/25. with 10-llvestheduledfor 10/1/25. CAMHD ;ind DDD;ore 
production, the project should follow a defined and repeatable process for currently Hecutin1both manual iests and a subset of recently completed automated tests, developed by theToscaAutomation Regression Testin1SME. The 
determlnl111 the rootc;iuse of the problem. 2. Ababnced ;,pproildl lhilt combines milnual and ;iutomated regression testlna TOSCASME continues to make pro.,-euon ;iutomatlngDDDtest soen;,rlos, with ne;ir-tilrgetcompletlon anticipated byfebn.,;iry 2026. 

toensure broadtestcO\lera1eand flHibility. 
8/31/25 - Regression test1n1 for Release 4.14 Is scheduled for 9/22/25 -9/30/25, with go 11'19 pl;inned for 10/1/25. The mid-month renewal of Tost11 l(censes 

3. Havinl boatd(s) in Azure DevOps or I document on SharePoint that provides by BHA enabled the Tosca Automation Regression Testin1 SME to resume development of automated ODO test scenarios ;ind allows CAMHD to restart the 
lnformatlonabo\ltthestatusofre.,-essiontestlns ;iutomation,tof;,cilitate eitecutionofautomatedtest$Qipts. 
visibilityandb'ansparencyloBHAprojectpersonnelandstakeholden; 

7/31/25-Rele1Se,.13Rqressiontestlnsforlsontr;id<for7/2l/2025-7/29/2025,poweredbymanualtestc1SeswhlletheTosc;illcenselsrenewed. 
4. IV&V recommends reevatJ1tin1 the schedule priorities by distributin& the Release 4.13 Rea,ession testinJ; was successfuly completed on 7/29/2025. The eurrenl reliance on manual processes may limit teslin& efficiency and increase 
WtQ ;i,;,;ordinitotheresource bandwidth. This will ensure that the s,;hedule Is the likef,hood ofppsin testcover.,e, which could leild to some defectsbel113lntroduced Into production. TheTOSCllAutomatlon Re.,-ession Testin&SMfls 
not.-...,acted and that the work ls done eff,c;iently between re&ression testinJ; reildyto resume automated testscenariodevelopmenl as soon aslicensin1 1s restored. At IV&Vs request, the SI has also beflun detailed end-to-end flow 
;ind Golden Record \GR) recordlnptovalidate DDDl<ey processes, with completion by month-end. 

6/30/25-6/30/25· 
5.Pwsue ;indcompleteildditlonillformaltralnlng lnAzureDe...Ops;indTricentls Regresslontestl113forRele1Se4.131sontrackfor7/21/202Sto7/'29/2025andlsei,pectedtolncorporatem;,nuaf ;indautomatedtestins.TheTosc;o 
for test automation as soon and complete efforts to automate the two primary Automated Rea,ession Testin1 SME Is pro.,-essina with the automation of 000 lesl scenarios per the timeline. This effort is intended to reduce manual testinfl 
regession test $Qipts. effort, enh;ince test reliability, and establish ii more unified ;ind sc;ilable test fr.imework. To support the accuracy and effe<:tiveness of the ;iutomatk>n effort, 

end-to-end fkiw recordinp of each 000 module have been requested to he lp with business lop: implementation, with particular emphasis on complex, role-
6. IV&Vre,;ommends DOD ;ind CAMHD to develop ii cornmon ;,nd consistent bilsed workflows 
approachacrossdivisionsforperf<lrrnin1 re&ressiontestin1-

5/31/25-Rqressiontest1n1 w1SsuccessfuNye>.e<:Uledfrom5/19/202Sto5/28/2025.PCG'sl'h;rse l ;in;ilyslsofDDD"stestlnfr.istructureh1Sfacllitatedits 
7. Oetemline if current rel(ession testin& timeframes are adequate and if not, selection of a hybrid appro;ich centered on creatinfl automated re1ression tests. The Tosca Automated Ret;ression Testin1 SME is streamlininfl the DOD tests 
add more lime to the pre-production re.,-ession test efforts for all rele;ise to lntqratewlth CAMHD tests. ;in efforte,,;pected to reduce manualtestin& tlme, Improve test reliability. ;ind provide a unified fr ;imework. 
deployments 

4/30/25 - R4.11 Rqression testlns w1Ssuccessfullye>.e<:Uled from3m/202S to .f/21202S. CAMHDeiteeuted both manual and automated tests, wfllle DOD 
Duetomultiplequal!tvconcems,theproJectmay 
continuetofaceimpac:tfulsystemdefects. 

System defMts Identified In Ausust that iffected claims -re due to multi- IV&V recommends: 10/31/25 - Since the Rele1Se 4.14deploymenttol'roduction, One (1) Hlsh ;ind three (3) Medium-severity post go-Ihle defMts were Identified. Thepro/ect Softwilre Development 

ShortaieofBehilYloralHealthAdmlnlstratlon(BHA) 

faceted quality issues were individually addressed duqthis reporlSlg 1. Closer colaboration between divisions to review reponed def«ts, en1uri113a team ls activelyaddressinsthe.edefects, which impact key functionality- service authorization..,.,eration and dna imports via the console application . Root 
period. IV&V notes that there ls one rema1n1n1defectstlll beln1evaluated shared undem.indlns i nd ;ill&foment. particularlyregardl113the se11erity and cause Analysls(RCA) has been conducted, with several defMts pendl111;,n;ilysls. 
thataffectsalim~ednumberofdaims.Overall,thel'rojectTeam has 
responded wlthacommitmenltolncreaseprojectqualltyandlslnthe 

priorltyofproductiondefects. 9/30/25-
Re1Nse.t.14 1s plannedfor10/1/25. Slncethelastreport1ngperlod,thepro/ectte.1mhasbeen .ictively i1ddresslnsone(l)Crltlul ;indone(l)Hlsh-sever1ty 

process of identifying improvements to 1Ssociated testins processes. These 2. Consider explorins tool• and pr;ictic:es that suppon continuou• code quality production defect. Earlier this month, the team deployed two High-severity production defects in a mld-1print deployment (MSD) on 9/9/25. IV&V continues 
currently lndude: Perforrnln1 Revenue Neutrality Testlna to ensure expected Improvements that could help to estilbl!sh qu,1lity standards and 1Ssure high- to monitor code quality, MSO$, and upcomlns production releases, with particular attention to new production defMts. 
re-.enue1treamsarelargelyunchan1ed fromoneperiodtothe next. qualitycodethatissecure and canbe ea1ilymainuined. 
Conduct1n1S)'$1em lntesratlonTestln1,UserA«eptenceTesting. 8/31/2025-Asofthlsreportlnsperlod,one(1)crltlul andthree(3)high-severityproductlondefectsrem;,lnunresolved ;ind are.ictivelybelnsaddressedby 
Perform;inc:e Testin1, and Regrnsion Tntina for Release 3.10. IV&V will 3. The project inaease, comprehensive testing prior to joint testina to reduce the project team. While progress continu"" on hisher-priority defect remediation l•ee Appendix E1 resolution of lower-oeverity imi"" remains deferred due 
cont1nuetomonltorthetestlnseflortsthrouahoutthe babnceofRele1Se theburdenonBHAtesters ilndreducepost-productiondefects. toonio1nsresourcefocus. lV&Vcont1nuestomonltorcode qualitydosely,w1thpartlcularattent1onontheresolut1onofrem;o1n1n1R4.13def«ts,upcoml113 
3.lOand validate that enhanced qu ality processes, includi113 industry release readin""s, and any Mid-Sprint Deploymenu(MSO.). 
5tandirdresresslontestln,,continueforAslleRelease3.11forward.Finafly, 4.TheSlvendoradd ;i'found ln' columntothed,1ilys,;rumfiletolndltiltethe 
IV&V reviewed and provided feedback on the Help Desk and Semantic: I.ayer environment whe,-e each defect w;is identified. 7/31/25 • At the close of this reportins period, one (1) hi1h-Hverity production defect remain• open and Is actively bein1 remediated by the projea team. 
desl&ro documents per request and found that both documents lacked deslin Fixes for two hlah-severlty defMts were deployed In R-t.13. While remediation efforts for e,c/stlnsproductlon defects continue (see Appendix El, resolution of 
det11~•- 5. The SI vendor provides the total numberofdef«ts in production and reports knffr-priority lssu"" has been delayed nBHAfocuseson hi1her-prioritytasks. The R4.13 went live on 7/30m.1v&V wWlcontlnue tomonitor key areas, 
The ldenllfled quallty Issues have negatively affected OOH blllins processes these numben; resularly to BHA. lncludlna R4.12 defect resolution, future releases and ;,ny Mid-Sprint Deploymenu iMSOs). 
and DOH hnstatedthe.eare the most imJ>,1ctfuldef«tsdiSCO'lefedto date. 

6.Theprojectevaluatenistin,projectstilffskllls ;ind111perlencelevelto ensure 6/30/25-Slncethe R4.12deploymenttoproductlononS/29/202S,usen;hilllereported five(S)productlondefects\twol21hl&hseverlty andthree(3) 
they meet BHA support requirements. medium severity) which the project team is actively remediatin1. While remediation of existi113 production defMts (see Appendill E) is on,oin1, resolution of 

lower-priority Issues has been delayed due to the pro/ect'sfocuson higher-prloril'ftasks. IV&Vwillcontlnue to monitor key llreas, lndudlnsR4.12 defect 
7. The project perform CAMHD revenue neutrality fiscal balance testins on a resolution, FHIR nplementation, any Mid-Sprint Deployments IMSO.~ and progre .. on the AER 1olution. 
quarterlyb1Slstoensurere-.enues areHe1q>ected. /31/25-R4.12wasdeployedtoproductlononS/29m,followedbysuccessfulsmoketestlnaonS/30/2025. Users h-reportedthree(3lproductlondef«ts 

which the project team is analyzins. Durin, May202S,one newmedium-se-nrity production defect was reported. The project team continuesremediationof 
8. The project aulgn dedluted resources to provide oversight of CAMHD Fiscal e,c/stlns production defMts {see Appendix E~ thoush resolution of lower-priority Issues hi s been delayed H BHA focuses on hlsher-prlorlty wks. Addition;il 

productiondefectsmayemergeasuserscontinuetoengagewiththeM.llfunction;ilitypost-plive. 

9. The project monitor Implemented Improvements for eff«tiveness. .f/30/25 • R4.11 was successfuly deployed on 4/3/2025, with Smoke Testing successfully completed on ,t/.tm. A Mid-Sprint Deployment (MSD) was ;ii.., 
performedon4/18/25,wflichincludedfour(4) UserStorles. 

10. PeriOffllSII ;in RCA in coll;ibontlon with the SI ilfler ;ill future release One of the two previously reported hfgh-se-nrity defecls wu resolved ;ind deployed with R4.11, The second issue ;ippe;,rfll to be related to a Microsoft 
deploymentsforcontlnual quality lmpr011ement. service error;ind was resolved on4/18/75, wtien Mlaosoft performed ;, rollb..ck. Additional unresolved production defects ha11e been ldentWled followlns 

the R4.II deployment, and the project te;,m is currently working to confirm the number of new defects. The project te;im continues to ilddreu other 
11. BHA and the SI col3borate on the nKesSilry revisions to the submmed outstilndlns production defMts {see Appendix E for deuils). BHA Is currenthi prlor1t111113 higher-snerlty tasks, wflich have delayed the the resolution of lower-

Key BHA project resources ha11e reported constraints on how much time they IV&V recommends: 10/31/25 -As the teilm continues to make prOlfess, limited resources rem;oln I keych;illenp. The ODO rT Help De!lkis currently staffed by three team 
project resources could le;id to reduced productivity ;ind can devote to the project. Thedep;,rture of the Child and Adolescent Mental !.Consider ldenttfyin,keysec:urlty-related ilctivitiessuch as policy development, members who suppon multiple functions, wflic:h m;,yl!mitc;ip;,clty ;ind slow Issue resolution. To enhance support ;ind m;,intainefficlency, there Isa 
project delays. Health Division (CAMHD) S)'$1em Manasement Office Minager ;ind CAMHD monitoring_ or a«eu 011erSl&ht that could benefit from additional support. This continued need for addltlonill cross-trained staff, ;,Ions with ;, dedicated t nlnlna position focused on IT-related tasks. IV&V wlll continue monltorlna to 

Inspire Project Leid could further Impact the project ij DOH c;innot acquire could help provide d;irlty for discussions regardins the potential adjustment of determine whether this ;irea may IJ'end toward high In the coming month. 
sultilbleresources. The l..ckof up..cltyofthe DOH test script developer has e,c/stln8roles orexploratlon of;ihernatlve solutions. Ahl8h-le11elo11ervlewof 
slowed DOH's ;outomiltedtest script development. theseilctivilies may asslstleildershfp In evaluating and ilddressl113 ;,ny potential 9/30/25 • BHA Is proactively pursuing the ;idditionof a new rT position to help strensthen cap;,c:ity ;ind supportongoln,efforu. At the same time, they are 
If BHA Is unable to fully staff the project ind their exlstl113 resourtes continue pps O\ler lime, manas:ins a number of competing priorities, which Is placing some strain on i11131lable resourtes. In the meantime, the team Is m:in3glng multiple crltlul 
to beconstrilned, the project could experience ;, reduction in productivity Initiatives, lncludinsVGr-end r.itech;ingepl;innfng,and conductina UATfordocument managemenL With theseilctivitlescon-.ergin1, m;,lntaining ;, billanced 
and project delays. 2. BHAimplement ;,structured knowledsetrinsfer process when key personnel workload ;ind clearpl;innln&willhelpsupport theupcomlns .t.lS release ;ind other near-term goals. 

relire,lndudln&aoss-tr;ifnlng ;ind documen1i113criticalknowledselnthe 
~;,mlcs HelpOesft svstem.Re,ularupdatestotheknowledll'!basewlll 
maintain its;ic:cur.icy,preserveessentialinforrnation, ;indsupponsmooth 
operatlonafcontlnuity. 

3. Ut1ll1in1 peer-to-peer knowledse sharing, llllowlns 111perlented !Nm 

8/31/25 - BHA Is In the process of ,eau1t1111 for a supen,lsory role to help balance workload ;ind support various 1eam functions, lndudlns security-related 
responslbililies.lntheinterim,exislingstaffwi11continuetomanagecertainsecuritycoordinationtasts. Thisgap maynpac1thetimel/ness;ind covera,eof 
security-relatedactM!lesuntll dedlcatedresourees ;irelnplace. 

7/31/25-BHAcontlnuesto;iddressitsresourceconstralntsbyilctlvelyrecrultlnsasupervlsoryrolefortheprojectteam. Additionally,theyarepursulna ;, 
members to lnformallysh;,re thelr.,.pertlse durln1te;,m meeilngs.Addltlon;olly, Business An;ilyst po:sldon. They areelplorfng;oreas ;iround security whlch could help with monitorwliuserilctlvlty ;ilonswlth PMP ;ind thlrd -p;,rty risk 
creatlns Internal documentation that outlines best practices and processes for assessments. These developments mark prOlfess Jn bulld/111 Jntemal up..clty, ind the team remains focused on enhandng both support and accountability 
developlnssecurltypoildeswould seM:!ilSilself-sen,lceresourtefor thete;,m. wtthlntheproject. 

.f. ODO and CAMHO have further dl5cusslons to optimize resource utlllzatlon 6/30/2S - BHA continues to face ongoln, resource constraints. The project h1S ldentlfled cybersecurlty work that would benefit from support by lndlvlduals 
between the two divisions. with a relevant badground. The project has pro;ictlvely Identified tasks such as draftln1 security policies, revlewl!ll procedures, and lmplementio1 protocols 

;indsecurl!vmonltorwliHfunctlon•lhiltilrecurren1lyh;indled ;ilongslderegular wortloilds.Thesetaskscouldbe,1rensthenedbytheln110lvemen1of 
s. BHA should explore options for offto;idlns project team memben;" dally resources with a cybe,-security bilck&round. While e.-temal teams, such as Enterprise Technoloav Services (ETSI and the Health Information Systems Office 
responslbllltles to other staff. (HISO), provide valuable support, there Is currently no cen1rallzed ownen;hlp or accountabill'f for cybersec:urll'f within the project te..m. BHA Is lmplementlns 

cross-tflllnin1to better balilnceworkloads llnd Jncrease tcamfle,cibllity, while also e~plorln1addltlonafresources to address cap;,dtyconstr.ilnts ind maintain 
6. BHA should WtQ qukldy to create new positions ;ind receive State ;ipproval. focus on crflkill project activities. 

7.BHAshould ldentlfytasks anddutlesthattheyc;inask theSIIOassume,as 
pennltted by the contract, which ;ire presently beln1 h;indled by BHA memben;. 5/31/2S - BHA Is currently f;ic:lng re,ource ch;illenges In security monltorln1, lncludln1 Mmlted staff for m;inijln, sec:urll'f tasks, no dedicated person to review 

aud1tloas.and1 lad<oftoolsforefflclentlos1nalysls.To1ddress 1heselssues.theteamlsexpl0f1n&several optlons,suchasengas1ns1cybersecur1ty 
8. BHAshouldexploretheuseofcontractorsto lulfillthe functlonsforopen consultantandrequHlSIJ;idditlonalfundlngforsecurltysupport.lntheshontenn,they;irealsoe1q>lorfn,the lnc:orporatlonofcybersecurltytaslsinto 
project positions. e~lst1nsadmlnlstrvt111eroles. 
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Deploymentproc;eu. 

Llmltedtestlns 

Badtlosmtttrnas 

-- ---- --
Due toon-golns deployment processes ;,nd technkal Severill post-production buph;i~ been encountered In lhe Ph;,se4~;,se, l.lV&V=mend,th;it the projectcon,lderlil'lleled efforts to reduce 10/31/2S - Followln1Rele;ise4.14 deployment ~I production defects were ld,mtlfled ;ind are;,ctlllelybelngildd,es,,d. M1d-,prfnt deploymentsdurlnc Rele;i~ploymentPl;innlna 
execution Issues. the Project mav continue to encounter R4.4. recurrin,& defects, which mily indude performln1 Root cause Analysis (RCA) on the month Introduced additional Issues - most notably a oonsole 1ppllcatlon fix that resulted In multiple post 10-llve defects requlrln& remediation In the next 
defectnnd ch;ollenges,, e.11-, when rele;ioeure In 
productionor1nmtttlnapro/ectedtlfflf!llnes for 
production;,ndnon-productiondeployments. 

Umltedtestlnsprocessesainle;idtopoor•quilily 

Res;irdlng the bug. ' Hum;,n Servke• Rese;irth ln,tilute (HSRI) fiow isf;,llkJaln ;il post-prodw:;tlon defe<:U. rele;rse. EXfl(!Jtlon iwJe,wllh the Provider API ;ind ProvlderPolUI report deployments hljhll&htedg;,PS In knowledge u;,n,fer;ind deployment prep;,rnlon 
production" (bu&ll 34886 between the SI and BHA. Mltl&a\lnithese risks Involves Improved knowled&e sharln11; In addition, automiltlon of production deployments ls belr,ee,cplored to 
hnps;//dev.azure.corn/OOH8HA/OOH"2D8HA"'2DI NSPIRE/ _wort<ltems/edil/ 2. IV&V re,;ommends that BHA and the SI worl,: toge1her10 determine whk;h reduce reliance on manual uecutlon. 
34886), what Is In development and deployed Is vastly different from what production defects, indudln& those of 10\ffr severity. warrant Root cause 
wasdeployedtoproduCllon. Analysis (RCA), where outtornes may provide valuable lnsfshts. Consldernlon 9/30/2S - Communltlltlon 

fflll'\I also be &t,en to derects found in non-produCllon environments, such as of release notes to the deployment team continues to Improve for enhanced readiness and preparation for deployments. The SI Indicated that Root cause 
Theroott11usefortheseerrorslsturrentlybel111iovest1pted recun1n& defects found durlnB testing. 3 Analysis {RCA) Is performed on crlllcal and hlih-Prlorlty produclion defe<:ts. IV&V will continue to monitor release results and tr.lCk the project's progress In 

The projeetteamis rOM:ommended to develop and document a formal Root improvi111 ilsdept)ymentprocess.. 
Repeatable documentedrelease anddeployment andresources eiiperlen<:ed causeAnalysls(RCA) protocolthatlndudesdeflnedtrlgersforlnltlitlOj;inRCA 
with deployments will help ffl54Jre tnat mistakes are minimized and that N Ch as severity 1 or 2 production defects, recurrin& issues, or stakeholder- 8/31/25 • Followin& the R4.13 deployment, one /11 critical and three (3) hi&h•severity production defects remain unresolved. The project team has completed 
functional(ty Is not mistakenly deprecated when deployments take place reported lmpactS. The protoeol should also establish dear roles ;ind root t11use analysis (RCAs) for these four {4) defects, and none are related to the deployment. IV&V reconwnends the team continue performlna RCAs to 

responsibilioes for conductln&RCAsand reviewin1outcomes, alon&with settin& determine root causes. IV&Vdcontinue to monitor release outcomes and the project's pro&resstoward a mature, systemic approach to defed 
timeframesforcompletin&RCAsfollowlngdefectldentif,c;,tionorrelease. management;,nddeployment 
Addioonally,incorporatin1standardized templatesortoolsfordocumentinJ; 
RCAflndlrJ&S and associated correetllleactions, as well as lmpi.mentln1a 7/31/2S - The R4.13 went ltveon 7/30/25.Nofthls reportin,period, one (I) higlMeverlty production defect remalnsunresolved. Althoughthlsflndln1ls 
trackinJ;mechanismtoensurelhoseactiof\Sare carriedout andmonitoredfor focusedondept)yments,thecontinuedabsenceofdefinedrootcauseanalysis(RCA)protocolsindudinacriteriasuchasdefedseverity,recurrence,and 
.tfecthrenes.s, will strengthen the proceu. Form;ill:ln1 these elements will help business lmp;,ct reflects a broader and OO&olna gap across the project. The proje<:t te.im has ;ickn....tedaed this deficiency and Is prlorllilln, RCA processes 
ensure RCA practices are applied consistently, improve visibility into root causes, for certain calculator delttts. The presence of multiple hilh•severity defects hiahliahts the importance of proactively implementin1 a formal RCA lramewort< 
and supportlons•term defectreduction ;u;rossfuture releases, lncludln&those to prevent recun-ence. ffl54Jre consistent remediation, i nd reduce lon1•term risk e11porure. IV&Vdcontlnue to monitor deployment q,...,l(ty;,crossreleases 
related to FHIR, MSOs, and AER. and Mici.spmt Deployments (MSOs), with partitular attention to emer&in& defect trends and the project's responsi,,enes.s to systemic i!S\les. 

4. Implement a streamlined Root cause Analysis (RCA) process to identify 6{30/25 • A Mid•sprint deployment /MSD) with two {2) defect fixes was wcce,ssfully deployed on 6/28/2025. IV&V has not vet rKeived documentation of a 
deployment causes and prevent recurrence. To manage resource,::onstralnts. form;iri:ed Root Cause Analysis (RCA) process. lndudlna for deployment•related Issues. The project team has acknowledsed the Importance of RCA. Whne this 
consider timeboxif'l&RCAelforts-e.i,,1-2hoursperdefectorasetnumberof l indinJ;hiahli£htsdeployments,the absence ofdefinedRCAprotocolsandcriteriasuchasseverity,recurrence,orbusinessimpactofdefectsextendsacross 
hours weekly. Within this tlmeframe, focusongatherln1oonte1<1, an;ily:103 the bro;ider project. The project te.im has acknowledged these pps, they have lndlc;ited that efforuto ;iddres5 them are still evol-,in1, and they may 
causes,andproposinacorrtttiveactions.ProjectPMscantratktheseactionsto considerprioritizin1RCAelfortsatalaterdateoncehi$herpriorityfunctionality has been.-...i1emented.Establlshin1thlslrameworkcouldhelp ensure 
ensure folow-throush. ,onslstent ;,pplicatlon. support effectllle remediation of re<:urrin1 Issues, ;ind reduce Iona-term lil,k. IV&V will continue to monitor deployment qu;ir,ty ;,cross 

R4.12, FHIR, Mid-Sprint Deployments jMSDs), and the AER solution for any emer&in& defect trends 
5. The Project should consider automatlna deployments for resouiu savlnss. 
increased efficiency, consistency, faster time to m;irt<et, improved collaboration 5/31/25 • R4.12 wassu«essfuly deployed to production onS/29/2025. However, there - a mlsunderstandin&about whether one of the items on the 
-,d reliabilty,sc.ililbllity, ver5!on control lntesration, and rollbeckaip.,bilty. deploy list was actually deployed. IV&Vls havln,disrossloMwlth the deployment team on how the process c-, belmj)ro,,ed to avoid such 

There Is a Hmlted understandln, of the 1estl03 processes and the roles and 1. IV&V re<:<>mmends enhandn, the testlna $CJ!pts across test1n1 overall to 10/31/2S - BHA continues to e-.aluate hlih risk o1reas of the system where ;idditional test coverage could i dd value. A key post 10-Uve defect revealed that Test Practice Validation 
!Oltware, project delays and extended uoeracceptance respom,bilitiesofthooe involv'fd in the proce'H. There is no formal process better alien with high-risk and business-<:riticalwort<flows.As pare of this elfon, role-besed testins- missed on teftwlsteps durinsthe last resr.,..ion, with 1he testinstom expectinJ;to inco,pO<lle this coverage in thene><lcycle. 
testlns. forthedevelopment,revlew,indapprovaloftestsceno1rios,testai.ses.ilnd ltmay behelpful torevl-recentproductiondefectsto identify areas where 

The ;ibsenceofsep;,ratededicatedproductbecklog 

testresulatoffl54Jre adequne particip11ion and approval from state staff. tes1coveracecould be improved. This may indude in,::orporatinsa broader 9/30/25 - Alonpide the onioins ..nomated rqressiontest development for ODO, IV&Vre<:ommends that BHAassess h;,t,-mkareas where enhanced test 
When testlns user stories34564and 34756on 1/31/2•, the test tasks did not rangeoftestlns technlques5Uth as neptive testin1!e.i., lnvilid In puts or edp coverage would , dd value. IV&V will continue to monitor o1reaswhere ;idded lestcoverqe may benefit. At this stage. the project awaits further 
reflect the real use cases togjvemkeholdersadequneoonlidence that the cases), boundarytestin1, role-based scenario leslin& and end·to-end wort<flow 
user story could be tested . As • result, tlme waseiipended bytestlns .-.lldlltlon . Exp,;,ndlns thescopeoftestlna In thls~ywill help uncover hidden 
resources,lestinswasinadequate, and a uoerstorymayhavebeendeemed defeca,.-...irove system robustness,andreduc:e thelikelihoodofpost· 08/31/25 - In addition to the ""loins automated rqression test development for ODO and the annual performance tests>& IV&V recommends that 8HA 

Identify hiah-mk ilreas where enhinced test covera,e would be benefitlill. A phned approach Is recommended to araduilly opand nO?W and/or eicistins tomeortfunctlonalitywhen ltd idnot. deployment Issues. 

Corrently,productbacklogrevlewsi1redonedufinldeslgn1Mflfnp3ndjor 

teslinJ;processes whileworl<s!&withinresource,::onstrainu. 
As panofthlseffort.ltmil\'be helpfultorevtew recent productlondefectsto 
identify areas wheretestcoverase could be improved. Expandinssmoketest 7/31/25 • While regression testsll for Releaoe4.13wasHl!Cuted5Utcessfully as scheduled (7/21/2025- 7/29/2025), the continued relianc:e on manual 
scenill"los to include key functional paths with a history of defects, alons with testln& especialy durlnsToscallcenserenO?Wal, underscores broader limitatlons In lestCOYef'iP ilnd uecutlon efficiency. Current practices fflil\'notfully 
explorins opportunities for automation, can ,::ontribuie to more efficient and exercise hia:h•risk worlcflows or aipture edge-case ,::ondilions, increasins the potential for undetected delttts to reach production. IV&V en,::ourap• BHA to 
tonsistent post-deployment validation. These enhancements ire Intended to enhance Its overall testlnsstraten to Improve both the breadth and depth of lest COYef'iP, with • focus on critical buslnes.s scenarios and hl&h•lmp;,ct 
supportstrona:er releasereadiness and helpminimize1heriskofpost· functional paths. 
deployment Issues. 6/30/2S - Slnce the 

R4.12deploymenttoproduCDOnon5/29/2025,usershavereponedlive(5)productiondefects (two(2) hlghseverity andthree (3)mediumseverity)which 
2. Milke.tforts to lmplement astreamllned Root cause Analysis (RCA) process the project te.im 1s,cthrel'(remed111t1ns. This underscores the risk associated with Insufficient testcoYefa,eamwbuslnesHrltlailwort<flows. Rqresslon 
to identify the au.es of defectund prevent recurrence. Due to project teslinJ; for R4.13 is scheduled for 7/21/2025 to 7/29/2025 and is e,cpeeted to indude both manual and automaled tesq. The Tosca Automated Rqression 
resource constr.ilnts, propose tlmebOlllna RCA efforts for each defect Testins SME continues to automate ODO test scenirlos an Important step 10~rd 1mpro11l03 test reliability and redudn, mi nual effort. However, overall lest 
introduced into production. Timebmling involves allocalinJ; a l ied period (e-1., coverap remains limited. Without b<oader and more comprehensive testin1, the risk of post-deployment Issues remains elevated. Expandins the scope and 
1-2 hours per defect or a set number of hours per week) for focused Root cause depth of tesq pankularly across hl&h-rlsk and business-crltiail worlcflows, Is essential to ensu,e system stabR!ty and reduce defect returrence In future 
Analysls(RCA) activioes.Theseactivities mayindudequicklypiherinsdefect 
context.. i1Mly:lngpotent111l causes,indproposin,correct1Ye i1ctlons,;illwlthln S/31/2S-R4.U 
the specilledtlmelrame. ProjeetPM{s)t11n<>Y<'rsee the 1rackl03of,::orrective w.11 deployed to production on 5/29/2(125, followed by successful smoketestinson 5/30/2025. However, users subsequently reported three production 
actlonstoensurecompletlon. defectsthatweree,cpectedtohirorebeenldenllfleddurin,smoketestina.R4.Uregresslon1est1111 ~ sconductedfromS/19/202StoS/28/202Sand 

,::ompleted succe5fflllly. CAM HO and ODO focused on manual rq:ression 1es1i03. Addilionally, the Tosca ;iutomation nperc Is reviewin, turrt'nt func1ionality 
3. IV&V re,;ommends that, alter flxlns a defect, the SI Incorporate releYilnt lest to Identify optlmliatlon opportunities and Is developing re,;ommendations ;ind .tron estimates to enhance the ;,utom;,ted rearess!on testing framewort<. The 
cases to validate theoe lil<es In subsequent rt'leaoes. project team contslues to wo,k on rt'soMng ouuundin1 produaion defects {see Appendix E). IV&V d continue to monitor key areas, includin1 R4.12, FHIR 

lmpi.mentation, ;inyMid-SprlntOeployments(MSOsl, andtheAEllsolutionfor qualitylssues. 
4. IV&V hasrequesteddlscwslonsonvariousaspeC1Sof 1helNSPIRE1es1i03 
process with a focus on process such as traclcins lest coverqe ;ind •/30/2S - R4.11 WilS successfuly deployed on 4/3/2025, with Smoke Testin, successful completed on 4/4/25. A Mid-Sprint Deployment (MSO) was also 

10/31/2S - BHA team Is currently refining Its sprint plinnlng and resource rnanqement ;,pproach. They are e!IPlorini the use of epics to better orpnlle work Sprint Plannlna 
review meetingst11n lead to unclear priorities, weekly Issues meetings. Thlst11n lead 10,e-1.,st1111eredfocus, limiled 1. BHAcontinue toconduathese meetings •t'flllarly and mature the practice and plan for larger Initiatives that m;,yspan multiple releases, movin1beyond the current "big rod" app,oach to a mort' agile, ileraiive plannln1model.A 
ITIGillignmentw!th stakeholders, ln;idequate refinement. stakeholder engaiement, diffkulty In minagln1comple)dty,i1nd delayed over time, as th,ryprovldetan,lbi.vilue lnwstalnlng project velocity ind n-lylntegrated te.im member is acttvety contrlbutlnsto E..sl&n-felated efforts, which hnstrengthened eiipert:he within the te;,m. Collilboratlon has also 
and Increased risk of scope creep. decision maklna. reducins rewod. Improved, with multiple functional art'as lndudlng d(nlcal, aioe m;inapment, and arievance teams eng;,ied In reviewins and reflniOj badlos items. 

A product backlog review Is an essentlill p;,rt of a,1i. project manqement, 
p.,rtitularly In Scrum. It's a ,::ollaboraiive meeti03 where the Scrum team, 2. CAMHD and DOD Implement a structured feedback management process with 9/30/25 • BHA has been refsllng sprint backlog plannlng 10 better align with evolvi03 priorities ;ind wo<fdoad. The SI has added a resource and redinributed 
lndudln,theProduct Owner,Scrum Master,and development team a prlorltlutlon frilmework toffl54Jrethatall new requestsarethorouahly tasks, enabli111teammemberstotalte onaddltiornll Items ind drtwlngste.idyprogress. A few Involved Items remain In motion, partltularly reaardln,ellglbllity 
members, Inspect ;ind adapt the product backlog. evaluated and ;illcned with project goals before beins added to the backlog. data retrieval ;ind pa...,,. which are lmp;,cted by ;in onBOlng issue with a ,::onsole application that spans multiple ;,reas. This remains a key dependency ;ind is 

belna addressed in collaboratlon with external te;,ms. Whne a few work Items are proaresslns more slowly than antldpated, the planning .troru are helping 
The product bacldot review is ;in Important Scrum ceremony that helps keep 3. Separate dedicated product backl111 review meetinp (duri03 sprints) would to malnt;aln stability, and worlc continues with a focus on resolUlion . 
thebaclci111relevant,up-10,date,;indillg:nedwlththeproject's803ls i1nd alowt1artlying;,ny amb1&Ultlesoruncertalntles,re•priorlti:atlon,estlmatlon. 
priorities. Hert''s a summ;iry of what typltlllly happens dufinl a produa and refinement of backlos items. This would allow the project team to avoid 8/31/25 • BHA has Initiated a redistribution of d..-...lopment responsibilities across the team to reduce worlcload conct'ntration and maintain project 
backi"I review: situations where dKls!ons about Including Items mid-sprint would h;ive to be momentum. The team has addressed the bottleneck. and access provisioning for ;iddltlonill members Is In progress to support this transition. Some 

developmentactivitiesmay beexperienc:ing delays,po1entlallyrelated10knowniuuesthat;,re;,ctjyely beingaddres.sedthr0\llht'llislinssupponchannels. 
1.1nspect1nsBatlci1111tems:Thete.imrevlewsthe1temson theproduct 
backlog. This lnvolvesdlscus.slnseach Item, understandl0jlts prio<fry, value, 4. IV&Vre<:<>mmendsscheduql<'paratededlcated product backlog review 7/31/25 - BHA has Identified a bol;llened In backlos processln1, prlm;irilydueto;, sl03lete;,m member m;,naglnsthe review, estimation, and assignment of 
and acceptance criteria. meetlnp (during Sprlntsl where all relevant stakeholders are Invited to review tasks. While beddo1 Items are prlorltlled, some from the current rele;ise cycle have been carried over, lndlcatlni a need for ;idd(tlonal suppon In this area. 
2. EnsurlngCarity: The team ensures lhateach backlog Item ls clear and wel- the produabadlos and scheduled at the appropriate 1lme(•J such that there Is The BHAteamls actively worklns to streaml!ne the process by ldentlfy(n1synerglesacross backlog Items and rellnln, the distribution of responslbllilles to 
understood. My ambiguities or uncertainties are clarified at this stage. Nffltlent time to plan the design, development, ;ind Implementation {OOI) of enhance efficiency and thrO\llhput. 
3.Estimatlon: Estlmlltlonofbacklos~emsmayoccurduri111therevlew.The thenextrelease(s). 
teammayusetechnlqueslikestory polntsorrelat1ves1:1n1toest1matethe 
effortrequlredforeachltem. 
4.Re•prlorltilation: Basedonnewlnslghts,chiln&eslnrequlrements.or 
stakeholderfeedback, 1heteammayneed10re-priorldzeltemslnthe 

""'"' S.RemovlnsorAddlng1tems: l1emsthat;,renolon1errelevantornece'l$1fV 
may be removed from the baclclog. New Items that emerie or are Identified 
aslmportantm;iybeadded. 
6. Refinement: Batklog refinement may ;ilso occur duri03 the review. This 
ln1toh•es bre;,klng down l1r1e Items Into smaller, more managcabi. ones, or 
ilddln,moredetantoilemsasnttded. 
7.Collabor1tlon:Therevlewls acollaborathleeffonln1totvln1theentlre 
Scn,mteam. lt'san=nonun""foro endlscuscslonandsharln ofldeasto 

6/31J/2S - BHA1sactlvelycommlttedtomanaglngltsbaclci111effecthlely,focu•ln&onallgnln1developmenteffortscloselyw!thbuslnessprlorllles. Theproduct 
owner of ODO worb closely with team members to undemand business needs and prlorllbe u,er stories. Requests ,::ome horn business leads ;ind are then 
t111nslatedlntodevelopmenttaslcs.Therearech&llengesw!thvls!bllitylntoilllallabi.userstory polnts110dtheasslgnmentofworkicrosslnternal;,ndexternal 
resourus,whkh maymakehdttlltulttoaccuratelyassess 1het11pacltyofthete;,m;ind elfecdvely;o"lcnwork. Prforltlmlonlsbasedonbuslnessneeds 
rather than Just story points. with an effon to group related tasks for Improved efficiency. CAMHO's baclci"I meetings are held monthly. Over;ill, there Is 
roomforlmprovementlnplanningandcoordlnatlon10optlmlze 1heu,eof;,y;,\lilble t11pacity. 

S/31/25 - BHAcontlnuestoholdbaclclogrevlew 
meetln15, with the most recent session conducted In April 2025. Thel<' efforts represent a poslthle step toward aligning priorities. manqln, tKhniail 
dependencies, ;ind clearly dellnln, backlos kems to support developmenl and lesllnJ;. While no sessions have yet been scheduled for May, IV&V 
understandsthattheteamlss1llaccllmat1ngtorolesandprocesses. lV&Vplans to1ttend futurebeddo1 prlorhl:lltlonmee1fn,stosuppor1thlseffort. 

• /30/25 - IV&VWilsln.itedtoattendtheOOOBadtlosPrlorltlzltionMeetlng.Severalkeyltemsweredlscussed.indudina: 
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46 Def«tmanasement. 
-- ---- --
Nesle<:t1111 the est.ob11,hed defect man;,gement proi;ess Failure to follow the e5t;ibllshed defect m;,n;,gement process ,;;,n result In IV&V recomrne<1ds: 10/31/2S - tv&V continues to monitor the project te;,m's ;idherente to the Help Desk and defect management processes ;ind wlH provide feedb~ ;ind Project M;in;,g,1ment 
could leild to lost/for1otten defects, user frustration, and defects belna overlooked, lnconsistentlv tracked, or unresolved-leidln,& to 1. The project r~ords the histo,v of a defect's severity In the correspondln& recommendations to support further altanment with Industry best practices. 
could slow resolution of slmll;ir defe<:U In the future. lr1<;re;ised user fru51ratlon ;ind reduced trust ln the svstem. Thi$ bre;ikdown llttet'$ descr1P1J<>n/l!Ote5 section Jn AOO. For ei<.1mple, when a hotflx Is 

lllsofmpilfrs the project team's abllitytoanafy,:e trends, Implement root deployed tomlt(&atea defectlnitlal!Vdassifled ;is ' Critlca~"the 9/30/25 - IV&Vcontlnuestoobservetheproject team consistentlvloa;lnaand acttvetvtracklnadefectsand reported issues as part of the Help Oeskand 
cause fbces, ;,nd prloritll;e effetthlely. OVer llme, neglet1-lna stn1clured def<:ct descrtptlon/notes section should document l h~ the defetl ortslnally h;id ii defect manqemenl processes. IV&V em:our;,ses the te;,m to ,;onllnue focuslns on fleld-reported Issues, sud, ;is those lnvoMns lhe Provider portal, ID 
hilndlinamayslowresolutioncvdes,lnlr"Oducerework.1nddea,;ideover;ill "Crttlcill" severityratlna. strf!nathencontlnuouslml)rovementlnltlatlvesandend-usersatlsfactlon. 
softw;,requ;illty;,ndmvkerell;iblllty. 

TheptoJectpreviouslymalntalnedalessonsleamed Theabsenceofildocumented and conslstentlessonslearneddocument 
document, but It wn discon1inued. Con1ributing factors may limit opportunities for continuous improvement. This tould result in 
1ntludedth1Uengeslnensurln11thatretrospe<tille challensesdurtngrequlrementsptherln11,testln&anddeployment at1-Mtles. 
discussionsrernainedlullyconstructiw 1ndsolution- Overtlme,thistould leadtoincn,....,dtroubleshootingeffonsand reduc:ed 
orlented. A5,1result,thepr0Jettcurrentfylacks1 systemquality,asrecurrtng lssuesmil\'notbesystemilk:allyldenttl!edor 
comprehensivel.eS>onsLearneddocumem andreview 
processthatcanbeshared aaossthe projetltosupport 
continuous improvement.Theabsenceofsuch 
documentatk>nmayllmttopportunities tocapturelnsllhts 
ilnddriveprocessenhlncementsinkeyareassuthas 
developmentoutput,testlngeffettiveness,and 
deploymentpreparnion 1ndeicecution. 

2. Based on Best Practices, updatlna the defect mana1ementdocumentat1on 8/31/2025 - IV&V notes continued proaress In adherlnalD established Help Oeskand defetl manq;ement processes, as demonstrated bytheloUln11 and 
ilfld hil\lln11 reaularrelreshertralnlngon the defect manaaement process ilttlvetfiltldn11of hl8h- ind aitkill-severitydef«ts. This lndk:~esthe proJetlteamls effe<:ttvelycapturln,ilnd mana111n11 issuesthrouah formal ch;innels 

IV&V encourq;escoolinuedattenliontofield-reportedissues,suthasthoseinvolvinathel'rowler portal,tofurthersupportcontinuous improvement and 
3.Sendcommunk:iltlonstotheproJectitakeholderstoclarifythedefetl enh;inceend-usersitlsfilctlon 
manaeementprocessilfldthe importanc:eofloq:in& alldefects. 

7/31/2S - IV&Vwlllcontlnue to ;isseutheproject'5i1dherence to Help Pesl< ;ind defect manqement processes. IV&Vencour;,sestheprojectteilm to 
3. Take steps to assu,e current and new users understand how to report and/or proactively capture and address feedback from the field such as Issues reported w~h the Prowler portals to support continuous improvement and end-user 
logdefe<:ts Sill:ist.u;tlon. 

,. Consider desl&natlnii • defect manasement lead or tnilmpion to oversee 6/30/2S - IV&V wlll continue to monitor the ;,dherence to the Help Desk ,1nd defect m;,n;,sement processes 
ldherencetotheptocessandassureall defects arelo&lled. 

5.Keepstakeholdersinformedabout defectstatus,priority,impacts, and 
resolutloodmelines. Th!scould!ncrease;,warenessof thelmportanceof 
loe&inJ;defects 

S/31/2S- 1V&Vcont1nues1Dobserveprojec:tfoQ.lSon theHelpDesk;inddefet1-man;,pmentprocesses.BHAlsilctlvelyreY1ewi113thesubmil"tedHelpPesl< 
documentation to assess the adoption and enforcement of the documented defect mana,ement procedures. IV&V wil provide feedback and 
recommendiltlons to support ;il1&nment with Industry best practlus. 

•/30/2S-IV&Vhi1Srevlewedthedocumentiltl"onoutlln!ngtheHelpPesl<process.lV&VcontlnuestoobservelntrNSedproJectfocusonboththeHelpOesk 
6. Oiseus5 ways to improve the defect loUina and mana&ement process with the and defect manaeement processes, and wilmonitoradherenceto these processes while providinJ;feedbacl and ,ecommendationsbased on best practices .. 
SI and come up with aplan to Improve. Meanwhlle, BHAls re-,,lewln11the prevk>usly provided Help Peskdocumenmk>n and conslderlna;odopt1n11and enforclns the O\ltllned defetl mana~ment 

procedures 

3/31/25 • In Marth 2025, the SI prov;ded documentation tNlt was ori1inally treated in 2019, outlininJ; the Help Oesl ptotess. IV&V is continuin& its review of 
theprocessandwil provldefeedbi1ck i1ndrecommenditionsbilS4donbestprilctk:es ln April202S. Notably,theproJecthi1Spli1tedlncreased ;inentk>non thls 
area, which Is a posifflle development. AS I result of this hei$htened locus, IV&V has observed I correspondin1 rise in the number of defects bein1 loflfled in 
Alure DevOps (AOO~ lndlcatln11itronger adherence to reportln1 protocols ;ind 1rNter transparency In Issue trad<lns. Productive discussions ;ire underw;1y ID 
lddresscriticaldefects.By reviewinatheHelpOeskprocessandlddressin1anypps,IV&Vantitipatesimprovementsintheoveralldefectman3&ement 
1pproi1th. BHA usually receives Issues by eman or helpdesk calls. with most reports submitted by email. Depending on the severity of the defea, BHA 
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