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Executive Summary 

The project is on track for its release on 10/1/2025, with development activities nearing completion. 

Earlier this month, BHA completed a mid-sprint deployment to fix high-severity production defects, including formatting issues in 
invoice reporting and provider portal diagnosis record download issues. SI stated that Root Cause Analysis (RCA) is carried out for 
critical and high-priority production defects. The BHA deployment team is now better equipped to anticipate upcoming changes and 
coordinate release activities. 

BHA is pursuing the addition of an IT resource to support both project and operational activities. This added capacity may help reduce 
the burden on current project team members, enabling them to concentrate more fully on project responsibilities. 

Automated testing efforts (using TOSCA) have progressed, with 9 of the planned 25 modules now completed. The first set of 
automated tests were successfully executed during the recent sprint marking a key milestone in maturing testing practices. The 
TOSCA SME is now focused on the remaining 16 modules, with the goal of reducing manual testing efforts and enabling BHA testers 
to focus on higher-priority project activities. 
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Executive Summary 
Jun Jul Aug Category IV&V Observations 

BHA has enhanced sprint backlog planning to better align with evolving priorities and 
workload. The SI has added a resource and redistributed tasks, enabling team 

e e e Sprint Planning 
members to take on additional items and driving steady progress. While a few complex 
items are progressing more slowly than expected due to ongoing dependencies, 
planning improvements are helping to maintain project stability and focus on 
resolution . 

e e e User Story (US) 
There are no active findings in the User Story (US) Validation category, which remains 

Validation 
Green (low criticality) for this reporting period. IV&V will continue to monitor the US 
development and validation process in upcoming reporting periods. 

Automated testing with TOSCA has progressed, completing 9 of 25 modules. The first 

M M M Test Practice 
automated tests ran successfully in the recent sprint, marking a key milestone. The 

Validation 
TOSCA SME is now focused on the remaining 16 modules to reduce manual testing 
and free BHA testers for higher-priority work. 
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Executive Summary 
Jun Jul Aug Category IV&V Observations 

Release/ Communication surrounding releases has improved, resulting in a more streamlined 

M M M Deployment deployment process. SI stated that Root Cause Analysis (RCA) is carried out for critical 
Planning and high-priority production defects. 

On-The-Job- This category remains Green (low criticality) for the September reporting period with no 
Training {OJT) and active findings. 

Knowledge 

e e e Transfer {KT) 
Sessions 

Targeted KT This category remains Green (low criticality) for the September reporting period. IV&V will 

e e e continue to monitor. 

Project There are no project performance metrics to report for the September reporting period . 
Performance IV&V will keep this category's criticality rating Green (low criticality) and will continue to 

e e e Metrics monitor. 

Organizational This category remains Green (low criticality) for the September reporting period. There 
Maturity are no outstanding findings in this category, and IV&V will continue to monitor. 

e e e Assessment (OMA) 
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Executive Summary 
Jun Jul Aug Category IV&V Observations 

The project is on track for its 10/1/2025 release, with development activities nearing 

e e e Project completion. 
Management The project team consistently logs and tracks defects, with a continued focus on field-

reported issues to drive improvements and enhance user satisfaction. 

Resource 
BHA is pursuing the addition of an IT resource to support both project and operational M M M Management activities. This added capacity may help reduce the burden on current project team 
members, enabling them to concentrate more fully on project responsibilities. 
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Executive Summary 

As of the September 2025 reporting period, seven (7) open findings. Three (3) Medium Issues, one(1) Low Risks, Three (3) Low 
Issues, spread across the Release/Deployment Planning, Test Practice Validation, Sprint Planning, Project Management, Resource 
Management, assessment areas are currently open. 

Open Risks/Issues by Category/Preliminary 
Concerns/Priority 

Software Development 

Resource Management 

Test Practice Validation 

Sprint Planning 

Release/Deployment Planning 

Project Management 

0 2 

■ Open 
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IV&V Findings & Recommendations 

Assessment Categories 
Throughout this project, IV&V verifies and validates activities performed in the following 
process areas: 

• Sprint Planning 

• User Story Validation 

• Test Practice Validation 

• Release I Deployment Planning 

• On-the-Job Training (OJT) and Knowledge Transition (KT} Sessions 

• Targeted Knowledge Transition (KT} 

• Project Performance Metrics 

• Organizational Maturity Assessment 

• Project Management 

• Resource Management 
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IV&V Findings & Recommendations 
Sprint Planning (cont'd) 

■ 

41 

Key Findings 

Low Risk: The absence of separate dedicated product backlog review meetings can lead to unclear 
priorities, misalignment with stakeholders, inadequate refinement, and an increased risk of scope 
creep. 

Update: BHA has been refining sprint backlog planning to better align with evolving priorities and 
workload. The SI has added a resource and redistributed tasks, enabling team members to take on 
additional items and driving steady progress. A few involved items remain in motion, particularly 
regarding eligibility data retrieval and parsing, which are impacted by an ongoing issue with a console 
application that spans multiple areas. This remains a key dependency and is being addressed in 
collaboration with external teams. While a few work items are progressing more slowly than 
anticipated, the planning efforts are helping to maintain stability, and work continues with a focus on 
resolution. 

Recommendations 

BHA continues to conduct these meetings regularly and mature the practice over time, as they provide tangible 
value in sustaining project velocity and reducing rework. 

CAMHD and ODD implement a structured feedback management process with a prioritization framework to 
ensure that all new requests are thoroughly evaluated and aligned with project goals before being added to the 
backlog. 

Separate dedicated product backlog review meetings (during Sprints) would allow clarifying any ambiguities or 
uncertainties, re-prioritization, estimation and refinement of backlog items. This would allow the project team to 
avoid situations where decisions about including items mid-Sprint would have to be taken. 

IV&V recommends scheduling separate dedicated product backlog review meetings (during Sprints) where all 
relevant stakeholders are invited to review the product backlog and scheduled at the appropriate time(s) such 
that there is sufficient time to plan the design, development, and implementation (DOI) of the next release(s) . 
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Open 

• 10 



IV&V Findings & Recommendations 
Test Practice Validation 

■ 

2 

Key Findings 

Medium Issue: The lack of comprehensive automated regression testing has likely led to post­
production defects, causing user frustration. 

Finding Update: Regression testing for Release 4.14 remains on track for the period of 9/22/25 to 
9/30/25, with go-live scheduled for 10/1/25. CAMHD and DOD are currently executing both manual tests 
and a subset of recently completed automated tests, developed by the Tosca Automation Regression 
Testing SME. The TOSCA SME continues to make progress on automating DOD test scenarios, with 
near-target completion anticipated by February 2026. 

Recommendations 

To ensure effective Tosca testing, it is crucial for both divisions to align on a unified resource allocation strategy. 
Given the limited availability of resources, open communication and consensus-building are essential for 
optimizing tester utilization. By collaborating to prioritize testing efforts, share critical test cases, and identify 
overlapping areas, the divisions can achieve comprehensive regression testing without overburdening a single 
resource. This collaborative approach will balance workloads, streamline processes, and enhance test 
coverage, minimizing delays and bottlenecks. Ultimately, it will enable both divisions to efficiently meet their 
testing objectives. 

A balanced approach that combines manual and automated regression testing to ensure broad test coverage 
and flexibility. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Having board(s) in Azure DevOps or a document on SharePoint that provides information about the status of 
regression testing automation, to facilitate visibility and transparency to BHA project personnel and 
stakeholders. 

Schedule priorities should be reevaluated by distributing the work according to the resource bandwidth. This will 
ensure that the schedule is not impacted and that the work is done efficiently between regression testing and 
Golden Record (GR) tasks. 

Pursue and complete additional formal training in Azure DevOps and Tricentis for test automation as soon as 
possible and complete efforts to automate the two primary regression test scripts. 

IV&V recommends DDD and CAMHD to develop a common and consistent approach across divisions for 
performing regression testing. 

Determine if current regression testing timeframes are adequate, and if not, add more time to the pre-production 
regression test efforts for all release deployments. 
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In Progress 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

■ 

40 

Key Findings 

Medium Issue: Limited testing processes can lead to poor-quality software, project delays, and 
extended user acceptance testing. 

Finding Update: Alongside the ongoing automated regression test development for DOD, IV&V 
recommends that BHA assess high-risk areas where enhanced test coverage would add value. IV&V 
will continue to monitor areas where added test coverage may benefit. At this stage, the project awaits 
further advancement. 

Recommendations 

IV&V recommends enhancing testing scripts to better align with high-risk and business-critical workflows. This 
may include incorporating a broader range of testing techniques such as negative testing (e.g., invalid inputs or 
edge cases), boundary testing, role-based scenario testing, and end-to-end workflow validation. Expanding the 
scope of testing in this way will help uncover hidden defects, improve system robustness, and reduce the 
likelihood of post-deployment issues. 

As part of this effort, it may be helpful to review recent production defects to identify areas where test coverage 
could be improved. Expanding smoke test scenarios to include key functional paths with a history of defects, 
along with exploring opportunities for automation, can contribute to more efficient and consistent post­
deployment validation. These enhancements are intended to support stronger release readiness and help 
minimize the risk of post-deployment issues. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Make efforts to implement a streamlined Root Cause Analysis (RCA) process to identify the causes of defects 
and prevent recurrence. Due to project resource constraints, propose timeboxing RCA efforts for each defect 
introduced into production. Timeboxing involves allocating a fixed period (e.g., 1-2 hours per defect or a set 
number of hours per week) for focused Root Cause Analysis (RCA) activities. These activities may include 
quickly gathering defect context, analyzing potential causes, and proposing corrective actions, all within the 
specified timeframe. Project PM(s) can oversee the tracking of corrective actions to ensure completion. 

IV&V recommends that, after fixing a defect, the SI incorporate relevant test cases to validate these fixes in 
subsequent releases. 

IV&V has requested an overview of the testing process, with a focus on process such as tracking test coverage 
and requirements traceability. 

A Stakeholder Register helps identify and understand all project stakeholders, ensuring needs are met and risks 
are managed through effective communication. A RACI matrix clarifies roles and responsibilities, improving 
collaboration, decision-making, and resource management, which are all critical for the success of IT projects. 

Identify stakeholders (output is Stakeholder Register) and develop a RACI matrix for testing. 

Review the overall testing process and implement any needed improvements identified. 
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In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

■ Key Findings 

Low Issue: Due to on-going deployment processes and technical execution issues, the Project may 
continue to encounter defects and challenges, e.g., when releases are in production or in meeting 
projected timelines for production and non-production deployments. 

39 Finding Update: Communication of release notes to the deployment team continues to improve for 
enhanced readiness and preparation for deployments. The SI indicated that Root Cause Analysis (RCA) 
is performed on critical and high-priority production defects. IV&V will continue to monitor release results 
and track the project's progress in improving its deployment process. 

Recommendations 

IV&V recommends that the project consider targeted efforts to reduce recurring defects, which may include 
expanding the scope of Root Cause Analysis (RCA) where appropriate. 

The project team is recommended to develop and document a formal Root Cause Analysis (RCA) protocol that 
includes defined triggers for initiating an RCA such as severity 1 or 2 production defects, recurring issues, or 
stakeholder-reported impacts. The protocol should also establish clear roles and responsibilities for conducting 
RCAs and reviewing outcomes, along with setting timeframes for completing RCAs following defect identification 
or release. 
Additionally, incorporating standardized templates or tools for documenting RCA findings and associated 
corrective actions, as well as implementing a tracking mechanism to ensure those actions are carried out and 
monitored for effectiveness, will strengthen the process. Formalizing these elements will help ensure RCA 
practices are applied consistently, improve visibility into root causes, and support long-term defect reduction 
across future releases, including those related to FHIR, MSDs, and AER. 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

Recommendations 

Implement a streamlined Root Cause Analysis (RCA) process to identify deployment causes and prevent 
recurrence. To manage resource constraints, consider timeboxing RCA efforts-e.g., 1-2 hours per defect or a 
set number of hours weekly. Within this timeframe, focus on gathering context, analyzing causes, and proposing 
corrective actions. Project PMs can track these actions to ensure follow-through. 

automating deployments for resource savings, increased efficiency, consistency, The project should consider 
faster time to market, impro ved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

-

-
and qualified resources to support the current deployment processes. This may Ensure there are adequate 

require support from SI reso 
deployment components. 

urces to provide assistance and knowledge transfer for some more complex 

As appropriate, consult with the SI on best practices that BHA could employ to support deployment. 

Request the assistance of the Si's Solution Architect in reviewing and correcting issues associated with the 
consistency of configurations across environments, ensuring that the test environment is capable of testing ALL 
functions of any given release without the need for using multiple test environments. 

Request assistance from the Si's Solution Architect in reviewing deployment scripts to double-check for accuracy 
and completeness before commencing deployment activities. 
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In Progress 
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In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 
Recommendations 

The Project Team should consider evaluating potential changes to improve/enhance existing processes and 
communications to address current release/deployment shortfalls. 

IV&V recommends performing a Root Cause Analysis (RCA) in collaboration with SI for the continued concerns 
surrounding environment differences. 

IV&V recommends updating the Project's Configuration Management Plan to address the current needs of the 
Project. This should include specific checklists geared at ensuring repeatable promotional processes by DOH. 

Look at implementing 'hard' code freeze dates as well as test environment deployment dates to ensure that 
testing and deployment activities are not rushed. 

Ensure an operational and fully functional test environment is available to effectively conduct end-to-end 
regression testing prior to deploying a release to production. 

Develop a plan to institutionalize the execution of smoke testing for promotions to non-production and production 
environments. This will help to ensure that all components needed to test have been properly deployed prior to 
the actual execution of test activities. 

www.publicconsultinggroup.com 

Status 

In Progress 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ Key Findings 

Low Issue: Lack of oversight of the established defect management process could lead to lost/forgotten 
defects and user frustration and could slow the resolution of similar defects in the future. 

Finding Update: IV&V continues to observe the project team consistently logging and actively tracking 
defects and reported issues as part of the Help Desk and defect management processes. IV&V 

46 encourages the team to continue focusing on field-reported issues, such as those involving the Provider 
portal, to strengthen continuous improvement initiatives and end-user satisfaction. 

Recommendations 

The project records the history of a defect's severity in the corresponding ticket's description/notes section in 
ADO. For example, when a hotfix is deployed to mitigate a defect initially classified as "Critical," the 
description/notes section should document that the defect originally had a "Critical" severity rating. 

Based on Best Practices, updating the defect management documentation and having regular refresher training 
on the defect management process. 

Send communications to the project stakeholders to clarify the defect management process and the importance 
of logging all defects. 

Take steps to assure current and new users understand how to report and/or log defects. 

Consider designating a defect management lead or champion to oversee adherence to the process and assure 
all defects are logged. 

Keep stakeholders informed about defect status, priority, impacts, and resolution timelines. This could increase 
awareness of the importance of logging defects. 
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Criticality 
Rating 

Status 
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In Progress 

Open 

In Progress 

Open 

In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 
Recommendations 

Discuss ways to improve the defect logging and management process with the SI and come up with a plan to 
improve. 
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Status 

In Progress 
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IV&V Findings & Recommendations 
Resource Management 

■ Key Findings 

Medium Issue: A shortage of BHA project resources could lead to reduced productivity and project 
delays. 

Finding Update: BHA is proactively pursuing the addition of a new IT position to help strengthen 
34 capacity and support ongoing efforts. At the same time, they are managing a number of competing 

priorities, which is placing some strain on available resources. In the meantime, the team is managing 
multiple critical initiatives, including year-end rate change planning, and conducting UAT for document 
management. With these activities converging, maintaining a balanced workload and clear planning will 
help support the upcoming 4.15 release and other near-term goals. 

Recommendations 

Consider identifying key security-related activities such as policy development, monitoring, or access oversight 
that could benefit from additional support. This could help provide clarity for discussions regarding the potential 
adjustment of existing roles or exploration of alternative solutions. A high-level overview of these activities may 
assist leadership in evaluating and addressing any potential gaps over time. 

BHA implement a structured knowledge transfer process when key personnel retire, including cross-training 
and documenting critical knowledge in the Dynamics Help Desk system. Regular updates to the knowledge 
base will maintain its accuracy, preserve essential information, and support smooth operational continuity. 

Utilizing peer-to-peer knowledge sharing, allowing experienced team members to informally share their 
expertise during team meetings. Additionally, creating internal documentation that outlines best practices and 
processes for developing security policies would serve as a self-service resource for the team. 
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In Progress 

20 



IV&V Findings & Recommendations 
Resource Management {cont'd) 

Recommendations 

DOD and CAMHD have further discussions to optimize resource utilization between the two divisions. 

BHA should explore options for offloading project team members' daily responsibilities to other staff. 

BHA should work quickly to create new positions and receive State approval. 

BHA should identify tasks and duties that they can ask the SI to assume, as permitted by the contract, which 
are presently being handled by BHA members. 

BHA should explore the use of contractors to fulfill the functions for open project positions. 
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Status 

Open 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ 

14 

Key Findings 

Medium Issue: Due to multiple quality concerns, the project may continue to face impactful system 
defects. 

Finding Update: Release 4.14 is planned for 10/1 /25. Since the last reporting period, the project team 
has been actively addressing one (1) Critical and one (1) High-severity production defect. Earlier this 
month, the team deployed two High-severity production defects in a mid-sprint deployment (MSD) on 
9/9/25. IV&V continues to monitor code quality, MSDs, and upcoming production releases, with 
particular attention to new production defects. 

Recommendations 

Closer collaboration between divisions to review reported defects, ensuring a shared understanding and 
alignment, particularly regarding the severity and priority of production defects. 

Consider exploring tools and practices that support continuous code quality improvements that could help to 
establish quality standards and assure high-quality code that is secure and can be easily maintained. 

The project increases comprehensive testing prior to joint testing to reduce the burden on BHA testers and 
reduce post-production defects. 

The SI vendor add a "Found In" column to the daily scrum file to indicate the environment where each defect 
was identified. 

The SI vendor provides the total number of defects in production and reports these numbers regularly to BHA. 

Evaluate existing project staff skills and experience levels to ensure they meet BHA support requirements. 
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M 

Status 
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In Progress 
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In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

Recommendations 

Perform CAMHD revenue neutrality fiscal balance testing on a quarterly basis to ensure revenues are as 
expected. 

The project monitor implemented improvements for effectiveness. 

Performing an RCA in collaboration with the SI after all future release deployments for continual quality 
improvements. 

BHA and the SI collaborate on the necessary revisions to the submitted design deliverables to increase level of 
detail and quality. 
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Status 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ Key Findings 

Preliminary Concern: BHA does not currently have a streamlined report to identify active AER analytics 
users in production. 

52 Finding Update: The project team has finalized requirements related to this user request. The plan is to 
commence with the design. 
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IV&V Findings & Recommendations 

Project Performance Metrics 

Metric 

Velocity 

Description 

• Review and validate 
the velocity data as 
reported by the 
project 

• Verify the proJ 
on pace to hit 
total target nu 
of US/USP 

ect is 
the 
mber 
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IV&V Observations IV&V Updates 

Velocity Metric Trends: 

Release Planned Actual 

-September· A Mid Sprint Deployment was velocity velocity 

completed on 9/9/25. R4.14 is planned for 
production deployment on 10/1/2025. R4.14 126 -

II 

Percentage 
attained 

-
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IV&V Findings & Recommendations 
Project Performance Metrics 

Release 

R4.1 

R4.2 

R4.3 

Golden Record Mid-Sprint 
(MSD) 

R4.4 

R4.5 

R4.6 

R4.7 

R4.8 

R4.9 

R4.10 

R4.11 

R4.12 

R4.13 

Phase 4 Releases Cumulative Variance 

Planned Actual Cumulative 
velocity velocity variance 

309 

85 

85 

0 

240 

95 

84 

111 

111 

111 

111 

111 

110 

126 

114 

174 

124 

68 

225 

76 

103 

50 

107 

71 

162 

132 

111 

78 

-195 

-106 

-67 

-14 

-33 

-14 

-75 

-79 

-119 

-68 

-47 

-46 

-94 

~ 
lJ 
g 

PHASE 4 RELEASE VELOCITY 

~ 71 

~---------------._.__........___.........____,, ___ __. __________ ....._ _________ ....... _________ .__ 
...J 

~ 

RELEASES 

■ Planned velocity ■ Actual 
velocity 

-119 

Cumulative variance 

Note: The SI has been working on areas not currently reflected in the velocity numbers shown in the table above. 
Once the SI provides those velocity figures, IV&V can incorporate them into the table. ~ 
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IV&V Findings & Recommendations 
Project Performance Metrics {cont'd.) 

Metric 

Defect Metrics 

Description 

Understand and track the 
following: 

• Defects by category 
(bug fixes) 

• USPs assigned to 
defects in a release 
vs. USPs assigned to 
planned US in a 
release 

IV&V Observations 

September - A Mid-Sprint Deployment was 
completed on 9/9/25. R4.14 is planned for 
production deployment on 10/1/2025. 

IV&V Updates 

N/A 

Note*: This defect percentage does not include defects under warranty that are assigned zero (0) User Story Points. 
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Appendix A 
IV&V Rating Scales 

This appendix provides the details of each finding and recommendation identified by IV&\/. Project stakeholders are 
encouraged to review the findings and recommendations log details as needed. 

• See Findings and Recommendations Log (provided under separate cover) 
• IV&V Assessment Category Rating Definitions 

The assessment category is under control and the current scope can be delivered within the current schedule. 

The assessment category's risks and issues have been identified, and mitigation activities are effective. The overall 
impact of risk and issues is minimal. 

The assessment category is proceeding according to plan(< 30 days late). 

The assessment category is under control but also actively addressing resource, schedule or scope challenges that have 
arisen. There is a clear plan to get back on track. 

The assessment category's risk and/or issues have been identified, and further mitigation is required to facilitate forward 
Y progress. The known impact of potential risks and known issues are likely to jeopardize the assessment category. 

Schedule issues are emerging ( > 30 days but < 60 days late). 

Project leadership attention is required to ensure the assessment category is under control. 

The assessment category is not under control as there are serious problems with resources, schedule, or scope. A plan 
to get back on track is needed. 

The assessment category's risks and issues pose significant challenges and require immediate mitigation and/or 
escalation. The project's ability to complete critical tasks and/or meet the project's objectives is compromised and is 
preventing the project from progressing forward. 

Significant schedule issues exist(> 60 days late). Milestone and task completion dates will need to be re-planned. 

Executive management and/or project sponsorship attention is required to bring the assessment category under control. 
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Appendix A 
Finding Criticality Ratings 

Criticality 
Rating 

Definition 

A high rating is assigned if there is a possibility of substantial impact to product quality, scope, cost, or 
schedule. A major disruption is likely, and the consequences would be unacceptable. A different approach 
is required. Mitigation strategies should be evaluated and acted upon immediately. 

A medium rating is assigned if there is a possibility of moderate impact to product quality, scope, cost, or 
M schedule. Some disruption is likely, and a different approach may be required. Mitigation strategies should 

be implemented as soon as feasible. 

A low rating is assigned if there is a possibility of slight impact to product quality, scope, cost, or schedule. 
Minimal disruption is likely, and some oversight is most likely needed to ensure that the risk remains low. 
Mitigation strategies should be considered for implementation when possible. 
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Appendix B 
Inputs 

This appendix identifies the artifacts and activities that serve as the basis for the IV&V observations. 

Meetings attended during the September 
2025 reporting period: 

1 . Daily Scrum Meetings 
2. Daily Design Meetings 
3. Twice-Weekly Project Issues Meetings 
4. Weekly BHA-ITS Program Status Meeting 
5. Bi-Weekly Check-in: CAMHD 
6. Bi-Weekly Check-in: ODD 
7. BHA (CAMHD & DOD) IV&V Joint Meeting 
8. IV&V Draft IV&V Status Review Meeting with DOH 
9. DOH BHA IT Solution Project - Steering 

Committee 
10. Incident Management Discovery 
11 . Discovery Management Solution Discovery 

Sessions 

Eclipse IV&V® Base Standards and 
Checklists 

Documert 

www.publicconsultinggroup.com 

Artifacts reviewed during the September 
2025 reporting period: 

1. Daily Scrum Notes 
2. Twice Weekly Issues Meeting Notes 
3. Weekly BHA-ITS Program Status Report 
4. Release 4. 7 Release Notes 
5. Conducted IV&V Interviews. 
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Appendix C 
Project Trends~~~~~~~~~~~ 

Test 
Practice 

alidation 
Sprint 

Planning 

Release/ 
Deploymen 

Planning 

OJTand KT 
Sessions 
Targeted 

KT 
Project 

Performanc 
eMetrics 

Organizatio 
nal 
Maturity 
Metrics 
General 

Project 
Manageme 
nt 
Resource 

Manageme 
nt 

otal Open 
14 14 11 10 10 10 10 8 

Findings 

Issue-
0 0 0 0 

high 
Issue-

10 10 
medium 

Issue-low 0 

Risk· high 0 0 0 0 0 

Risk• 
0 0 

medium 

Risk-low 0 0 

Preliminary 0 0 

Concern 
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Appendix D 
Acronyms and Definitions 

Acronyms 

DOH 

BHA 

CAMHD 

FHIR 

DOI 

ODD 

SI 

USP 

SME 

SIT 

MS 

MSD 

ADO 

SLA 

RCA 

UAT 

OJT 

KT 

SFTP 

IV&V 

MQD 

Definition 

Department of Health 

Behavioral Health Services Administration 

Child & Adolescent Mental Health Division 

Fast Healthcare Interoperability Resources 

Design Development Implementation 

Developmental Disabilities Division 

System Integrator 

User Story Points 

Subject Matter Expert 

System Integration Testing 

Microsoft 

Mid Sprint Deployment 

Azure DevOps 

Service Level Agreement 

Root Cause Analysis 

User acceptance testing 

On-the-Job Training 

Knowledge Transition 

Secure File Transfer Protocol 

Independent Verification and Validation 

Med-QUEST Division 

CMS Centers for Medicare & Medicaid Services 

AER Adverse Events Report 
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Appendix E 
List of Production Defects 

ID Work Item Type Division Tit le State Priority Severity Found In Created Date RCA Categories 

I I 
40862 Bug Both 1 Both - Console Apps Have Cookie Errors Ready To Test I 1 1 - Critical PROD 8/20/202514: 16 Microsoft Issues 

I 
40766 Bug CAMHD I CAM HD - Provider Invoices picking up wrong progress notes (Audio Only) Completed in QA_Test I 1 2 - High PROD 8/6/2025 5:20 Coding Errors 

I 
I 

37791 Bug DDD 1 DDD - CIT Referral: Create Document Location Flow Failures Completed in QA Test I 2 3-Medium PROD 2/10/ 202511:30 Des ign Errors 

I I 
37793 Bug DDD 1 DDD - ISP Report Generation Issues New I 2 3-Medium PROD 2/10/202512:06 

I I 

33841 Bug DDD I DDD- Calculator 3.0- Users able to schedule service past ISP end date again Approved I 3 3-Medium PROD 5/17/202311:22 

34110 Bug DDD 1 Bug- Individual Budget unlinking from Service Authorizations New 
I 

2 3-Medium PROD 7/27/202318:40 I 

: CAM HD Bug - Credentialing documents not cop ied into PROD during Data Migration 
I 

30634 Bug CAMHD Completed in QA Test I 3 3-Medium PROD 2/16/2021 17:45 
I I 

30726 Bug DDD I Portal signature fields do not accept touchscreen input Evaluated_On Hold I 2 3- Medium PROD 9/ 17/2021 12:07 
I 

33550 Bug CAMHD ! Bug: "Progress Notes Assoc iated to Invoices" page not loading New I 3 3-Medium PROD 3/31/2023 20: 11 I 

: Bug- Case Merge - Contact Notes not merging; Permiss ions error 
I 

34242 Bug DDD New I 3 3 - Medium PROD 8/ 17/202311:44 
I I 

40891 Bug DDD I DDD - Power Automate flow bug - Community Living: Create Document Location New I 2 3-Medium PROD 8/25/202510:53 
I 

34238 Bug CAM HD I CAM HD -Assessment Entity Init ial Save Time - IMHE Evaluated On Hold I 2 3-Medium Prod 8/17/2023 5:33 I 

: DDD - Plan Services with no Provider Plan 
I 

35317 Bug DDD Active I 2 3 - Medium PROD 6/24/ 202412:06 

I I 
35450 Bug DDD 1 DDD - Ca lculator not printing correctly Approved I 2 3 - Medium PROD 7/26/ 202411:36 

I 
36383 Bug DDD I DDD - Ca lculator problem with pa id base and add on New I 2 3-Medium PROD 9/26/2024 12: 19 

37733 Bug DDD : DDD - Incorrect Columns displaying on Provider Plan subgrid (Action Plan tab of ISP) Evaluated On Hold 
I 
I 1 3- Medium PROD 2/5/2025 7:37 

I I 
40776 Bug DDD 1 DDD - Calculator Objective unchecking problem New I 2 3-Medium PROD 8/6/2025 12:46 

I I 

40855 Bug DDD I DDD - Calculator one-time mid-year change ISP report discrepancy New I 2 3-Medium PROD 8/20/2025 7:49 
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m --

Codequality 

-- --- -- -
Th.,l~of comprehensive ;iutom~ed regression testlna R3.3 Introduced;, defect th;otdepre,;;,tedfuturesln production spetfflcto 1. ToenfUre effectllleTosc;i testing. 1t lscrucl;il for both dMslons to ;illgn on;, 9/31)/2S - Re&~slon testJn1for Rele;ise4.14 rem;,lmon tuck for the period of9/22/2S to 9/30/2S, wllh 10-llvell:heduled for 10/1/25. CAMHD ;ind DOD TestPr;idk;eV;illdatlon 1$$ue 
h;islll<elyledto pQ51-productlon defe,;u, tilUSl"I user lntegr;,ted Support ;olld llfeTrajectory functlon;,llty. DDD hilS Informed IV&\/ unified l'60Urte ;ollOtiltlon str;,tegy. GN.,n the limited av;,ll;ibllltyof ~01Jn;es, arecummtly~tlnj both m;,nu;,I teJU;ond;, subsetof~nlly completed automated tests, developed bytheToK,1Autom;otJon RegreulonTestlng 

th;it there;ire 01.herex;imples of fun,;tlon;ilitybeln1depre<:.1ted after;, rele;ise, ope<1 ,;onvnunk:;itlon ;ind t00$etl$U$-bulld1ng;ore~n1l;il foroptlmltlngte5ter SME. TheTOSCASME contlnuestom;okeproSress 0n;iu10m;11lng DODies1scen;irlos, with ne;,r-t;irgettompletlon ;,nUdp;oted by Febru;ny 2026. 
someofwhkh ;ire stlll b,:1113fl!Yle$tlg;ited.Asof 1hb report, IV&V hilS not utlll,t;nlon. llycoll;,t,or;otl113 toprloritl.!e lestlnsefforts,sh;ire crfllc;ol test,;;,ses, ;ind 
e-,,;,lu;iu,d the pro)ec;t'sl'OOI t;iiue;in;,lofsi5!ftCA)proi;essused todetermlne Identify 011erl;ippl113;,re;is, thedMslom,;;,n ;ichlevecomprehenslve rqresslon 8/31/2S - Rejresslon testJnsfor Rele;ise4.14 lsWleduledfor9/22/'15 -9/30/'15, with 80 live pl;,nned for 10/1/2S. The mid-month renew;il ofTost;i 
whysudl funttk>n;illtyw•depre,;;,ted bUI will dlstussfurtherwlth 8HA ln tesllns without overburdening;, sfngle resouroe. Thi5coll;ibor.itlve;ippro;ich wll lk:enses by BHAen;ibled theTos,;;, Autom;itlon R~sfonTestlngSMEto resume development of ;,utom;1ted DDDtests,;en;irios;,nd ;illows CAMHDto 
J;,nu;,ry202D. 
T1,oroushvett1ns;indv;il/d;itlon0fregresslon1es1,;;,ses i renecess;,ryto 
prevent defects when ;irelease ispushed llve. Whendefettso«urln 
productlon,theprojectshouldfollow,1defloedandrepe;,t.1blepro,;essfor 
detenTiinlnstheroot,;;,useoftheproblem. 

b;il;inceworldo;ids, stre;,ml/ne processes, ;ind enh;,rn;e teslcoverqe, mlnlmWns rest.;irtthe executlon of;iuto~ teJt s,;rlpts. 
del;iys ;indbottlenec;li5. Ultlm;it,:Jy, lt wlllen;iblebothd Mslons 1oeffklentlymeet 
thelrtestlnsobjecttves. 7/31/2S-Relei1Se,.13Re&ressiootestlnsfor isontr;itkfor7/2 l/2025 -7/29/2025,poweredby m;,nu;iltest cilSes whlletheTos,;;,lltenselsreoewed. 

Rele;ise4.13Regressk>otestlojw;issu<::<:essfullycompletedon7/29/20'15.Thecurrentreli;ioteonminu;ilpro<:essesm;,ylimlttesdn&effidency;ind 
2. A b.llanced approai:h that combines m.ioual ,1od autom;iled rqresslon testlns to lnue;ise the r,kelihood of gaps In test coverase, which could le;id to soma defects belns Introduced Into produttk>n. The Tosr.ii AU10m;11ion Resrcsslon 
enwre bfo;id test C<lllefille ;ind fluibility. Testln& SME is ready to resume ;iutom;iled test scen.irlo development ilS soon ilS 11<:ensln& Is restored. At IV&V's request the Sf h;is also besun detaned 

end-to-end ftow recordings to val(date DOD key pro<:eues, with completion by month-end. 
l.H;ivinJbo;ird\s) lnAzureDevOpsor,1documentonSh;irePolnt lhatprovldes 6/llJ/2S-6/30/25-Resresslon 
loformatlon about the stat\lS of resresslon testln& automation, to faclfitate llislb;lity testlna for ReleilSe 4.13 is on track for 7/21/2025 to 7/29/2025 ,1nd is ei<pe<:ted to Incorporate m;,nu;il ;ind ;iutomated testlns. The Tosr.ii AUlomated 
;indtr.1nsp;,rencytoBHApr0Jectpenonoel ,1ndstikeholders. Regression TestlnsSME is progress/113 with the automation of ODD test sam;,rlos per the timanoe. This effort is Intended to redute m;,oual testlos effort, 

enh;iocetest reliib;lity,andest.1blsh ;imoreunlfled ;inds,;;,l;ible testfr;,mework.Towppontheaca,racy;indeffectlllenessofthe ;iutom;11ioneffort, 
4. IV&V recommends reevaluat1113 the schedule prlorllies by distributln& the wort,; end-to-end flow recordings of each DOD module h;ive been requesled to help with business lo&k: Implementation, with p;,rticular emphasis on comple., 
;iccordlnstotheresour,;ebandwldth.This wlll ensureth;i1theschedulelsnot role-b;isedW0ftflows 
lnlpacted;indthatthe worl,;isdoneefficien1lvbetweenregressk>otestlna;ind 
GoldenRe<:ord\GR) 5/31/2S-RqressiootestlogwasM1ccesshlllye>.e<:UtedfromS/19/2025toS/28/2025.PCG'sPh;rse l ;io;ilysls ofDDD'stestlnfr.istructurehasfacilimedits 

sele<:tk>o of ,1 hybrid appro;ich <::entered on creallos ;iutom;iled rqresslon tests. The Tos,;;, ,._,.,,omated Resresslon Testlns SME Is meamHnlos the DDO 
S. Pursue;ind complete ;idditlonalformal tralnlo1 In Azure 08v0ps;ind Trk:entls tests to lntqrate wfth CAMHD tests, an effort~to reduce m;,nu;il testln& llma, Improve test reliability. ;ind provide ;iunlfled framework. 
fortest;iutomatlon;os$000 ;1nd completeeffortsto;,utomate 1hetwoprlm;iry 
regression testscrlpu. •/30/2s - R4.ll Rqression testing wasM1ccessh1Nye>.e<:Uted from 3/25/202510 4/2/2025. CAMHDe.i<e<:uled both m;iou;il ;ind automated tests, while 

DDO,;;,rrledout manu;il regressiontestlns. 
6. IV&V recommends ODD ;ind CAMHD to develop ;, common and consistent lo April 2025, the project onboarded ;, Tosr.ii AUlomated Regression Testln& SME. The 0Ver.ill ,1pproadl for ;,utomated resresslon lestlng will be fln;illffd 
;,ppro;,ch;icrossdMslonsforperformlosregressk>otestlna. bytheendofApril2025,wlthexecutloncontlnulngthroushM;rv202S. 

The INSPIRE project will h;r,,e an upd;iled Mllte of automated test salp!S, ;,Iona with knowledge tr.insfer ;ind tr.llnlfli for the Identified 000 stiff. 
7.Determlnelfcurrentresresslontestingtlmefrimes;,re;,dequ;iie;indlfoot,;idd 
more time to the pre-production regression !el efforts for;,11 rele;ise 3/31/2S -The SI h;isupdated the AER regression testsaiptS. Regression ies!loafor R4.ll began on l/2S/25;,nd is scheduled for completion by •/2/2S. 
deplovments For this rele;ise, CAM HD will perform both manual ;ind ,1utomated lestlng, while ODD will prim;,rilv locus on manu;il regression testlns. To ensure 

continued support for fulure Phase 4 rele;ises-R4.12 ,1od be\lOnd-the project will be onboirdln& 1 Tosa ,._,.,tomiled Resresslon Test101 SUb/ect Matter 
l>Je to multiple quality concerns, !he project may continue System defects identified in Aujustlhn affected daimswere due to multi- 9/30/2S-Release , .I, is plannedforl0/1/25.Sinc:ethelastreportin1period,the projectteamhasbeenactivelyaddresslngone(l)Critl,;;,l1nd one{l) Software Developrnent bsue 
tofac:eimpactfulsystemdefects. faceted quality issues were individuallofaddre-ued during this reportinsperiod. 1. Oosercollaboration between divisions to review reported defects, ensurinsa High-severity productian defect. Earlierlhismonth, the team deployed two High-severity production defects in I mid-sprint deployment (MSDJ on 

IV&Vnotesthnthereisone remainin1defect still bein1 evaluated thnaffects a shared understandin& and 11/snment, particularly ,esarding 1he severity and 9/9/25. IV&Vcontinues tomonitor code quality, MSO., and upcomin1produaion releases, with particular attention to new production defects. 
limnednumber ofclans. Overall,theProjectTeamluisrespondedwltha priorityofproductiondefeas. 
commilmentto Slcreaoe projectqu;ilityand isin theprca,ssofidentifyins 8/31/2025 -Asof thisreportin1 period,one (l)critl,;;,l and1hree(l)high-severityproduCD0ndefects remainunresolved andareactiveiofbeioaaddressed 
inprovementstoassociaU!d testing processes. These currentlof indude: 2. Considerexplorin&tools and practices!hnwpportcontinuouscodequality by the project team. Whilepr011ress continueson hi1her-prioritydelect remediation \see Appendix E), resoMion of lower-severity issues remains 
Perfonninj Revenue NeutnilityTmin1to ensure expected revenue streams are inprovementsthncoukl help to establish quality standards and assure hia:h· deferred duetoonBOSllresource focus. lV&Vcontinues to monitor code quality closely, with particular attention on the resolution of remainingR4.13 
lar,ely unchanged from one period to the nut. Conducting System Integration quality code that is oecure and can be easily maintained. defects, upcomins releilSe readiness, ind any Mid-Sprint Deployments (MSO.). 
Tests,g,UserAccept.1nceTesting, Performanc:e Tes1ing.andRqression Testina 
for ReleilSe 3.lD. IV&Vwill continuetomonitor the tmin1effort:s 1hrou,hout 3. The projectSICreuescornprehensive1min1 priorto joint testingto reduce the 7/31/25 · At the close of thisreportins period, one (1) hi1h-5everity production defect remains open ;ind is;ictiveiofbeins remediated by the projea 
the balante of Releme 3.lD and validate that enhanced quality proi;esses, burden on BHA testers and reduce post-production defects. tom. Fixes for two hi,t,-oeverity defects were deployed in R4.13. While remediation efforts for nislinj production defects continue jsee Appendix EL 
Slcludins industrystllndard resression testing.continue for Acile Release 3.11 resolution of lower-priority issues has been delayed nBHAfocuseson hia:her-prioritytasks. The R4.13 went live on 7/30/25. IV&V will continue to 
forward. Fslaly, IV&Vrevi-ed and provided feedback on the Help Dest and ,. The SI vendor add 1 "Found ln"column to 1he daiiofscrumfile to indicate the monitor key areas, Slcludin1 R4.12 defect resolution, future rele.aoesand any Mid-Sprint Deployments (MSCb). 
SemantK I.ayer design documents per requen and found thn both documents environment where e..dldefectwas identified . 
lackeddesi&ndetails. 6/30/2S-SintetheR4.Udeploymem:toproductiononS/29/'20'15,usershavereported live (SJproductiondefects \two(2)h;,t,severityandthree(3J 
The identified quality issues have neptivelof affected DOH billina processes and S. The SI vendor provides !he total number of defects in production and reports medium severity) which the project team is activelof remedinin1. While remedinion of nistina production defects (see AppendU E) is ongoin1, resolution 
DOH has 5lllted these are the most impactful defects diKOvered to dne. these numbersre&UlarlytoBHA. oflower-priorityissueshasbeendelayed due tolheproject's fotuson hia:her-priority tasks. lV&Vwi11continue tomonhorkeyareas,indudingR4.12 

defect resoluoon, FHIR implementation, any Mid-Sprint Deployments (MSO.J, and proiresson theAER solution. 
6. The projectev..,ate existins project naff skills and experiente level to enwre /31/25 • R4.12 was deployed to production on S/29/25. followed bywccessful smoke testinaon S/30/2025. Users h....ereported three(l)production 
they meet BHA support requirements. defects which the project te;im is analyzins. During May 2025, one new medium-oeverity production defect was reported. The project te..m continues 

7.The projectperformCAMHDrevenueneutralityfi5e1lt,.,lante1estinaon a 
qu arterfybasls toensurereven!ff'sareasexpected. 

remedinionofnislinj productiondefeas(seeAppendixEL!hou&hresolutionoflower-priorityissues hilSbeen delayedas BHAfotuoes onhigher­
priority lilsls. Addioonal production defectsm;iyemer1e as uoerscontinuetoeoaa,ewith the R4.U functionality post-so-live. 

•!30/25 • R4.ll was successfully deployed on 4/3/2025, with Smoke Testing successfullof completed on •l•/25. A Mid-Sprint Deployment (MSD) w;is ;ilso 
B. The project;issi&ndedic:;i1ed resources to provide oversight of CAM HD Fis,;;,I performed on•/IB/25, which S!Cluded four(') User Stories. 

9. The project monhor Implemented Improvements for effectiveness. 

lD.Perforrnin5 anRCAlncoll;iboritlonwiththeSl ffler;ill futurerelease 
deploymentsforcontinual qualitylmprovement. 

One of the two previously reported hf1h-severitydefeasw;,s resolved ;ind dep~d with R4.11. The second issue ;ippe;ired tobe rel;ned to ;, Microoah 
oervic:e error and was resohredon4/1B/2S, WMn M1aomfl performed ;, rollback. Additional unresolved production defects have been identified 
fo llowina the R4.ll deployment, and the project te;im Is currently worklna to confirm the number of new defects. The project te;,m continues to address 
otheroutstanding productiondefects(seeAppendixEfordetailsJ.BHAiscurrentlofpriorimins higher-severitywks,wh1dlhavedelayed 1he 1he 
resolution of lower-priority issues: however, remediation efforts rem;iln onaolng. IV&V will closelof monhor R4.11, FHlll lmplementitlon, ;iny Mid-Sprint 
Oeployments \MSDs),andtheAERSOMion. 

11. BHA and the SI collabor.iie on the nec:e!ISilry revisions to 1he submitted desia:n 3/31/25 • The AER soluoon Is In production. The project team clooelv monitored the solution to ensure stability, qu1cklv resolve issues, ;ind help users 
Shortage of Behilvlor,11 Hulth Administration (IIHA) project Key BHA project resources hilve reported constraints on how much time they IV&V recommends: 9/30/2S • BHA Is proilctlvety purMlln8 the addition of a new IT position to help strensthen ,;;,p;,clty and support onsoll!I efforts. At the same time, they Resource Manapment Issue 
resources could lead to reduced productlYity ;ind project ,;;in devote to the project. The departure of the Child ;ind Adolescent Mental I.Consider identlfylos key security-related llctMlles such ;is policy development. ire m;inillOI;, number of competing priorities, which Is placlos some strain on available resources. In the meantime, the team is rrliWlilBlng multiple 
delays. Health Division (CAM HD) System M30i&ement Office M303Ber llnd CAM HD monltom&. or access overslsht !hilt could benef~ from ;idditlooal support. This crlllcil Initiatives, Including ye;,r-end rate dlanae planolng. llnd conductlna UAT for document man311ement With these activities converg101, maintaining 

Inspire Project Lead could further Impact the project H DOH ,;;,noot a,cqulre could help provide clarity for discussions reprtlina the potential adjustment of ,1 bal;inced worfd~d and clear plann1113 wlll help support !he upcomlos 4.15 release and other ne;ir-term aoals. 
sultable resources.Thelacl<ofti1padlyof1heDOHtest scrlptde-..eloperhas nlstlnarolesorexplorat1onof1tteroatlllesolU1lons.Ah1Bh-levelovervlewofthese 
slowed DOH's ;iutomated test script development. aCl:Ml:les m;iyilSSlstleadershlp lo ev;iluatlosand addresslos anypotentlillpps over 8/31/2S - BHA Is In theprocessofrecrultlngfor ,1supervlsoryroleto help bal;inceworldo;id and supportv;irious1umhloctlons, lncludln1security-
lfBHAlsun;ibletofully stiffthe project and lhelre>dstln&resourcescontlnuetotlme. 
beconstrained,thepr0Jectcouldnperleote,1reductlonlnproduct1Yity;ind 

related responslbiltles. In the Interim, elist1113 slilf will continue to maoase tert.aln security coordination tasks. This gap m;iy Impact the timeliness aod 
coverapofsecurtty-relatedllcttvltlesuotlldedltatedresourcesarelnpl;ice. 

projectdel;iyf. 2.BHA1mplement ;i structu1edknowled&etramferproc:esswhenkey personoel 
retire, Including crou-tr,1101na;ioddoc:ument1n1alllc.ill koowledae In the Dyn;imlc, 7/31/2S - BHAcontlnuesto ;iddress Its resourcecoostr;ilntsbyactivelofrecru1t1n1asupervtsorv role for the project team. Additlonillv, they are pursuloaa 
Help Desk system. Resulilr upd;ites to the koowledse base wlll maintain its Business An;ilyst position. They we explorfng ;ireas around security which could help with monitoring user activity aloos with PMP and third-party risk 
accuracy, prese- essential loformatloo, and support smooth operational assessmants. These developments marl< progress In bulldlng lntem;il Cilpacity, and the team rem;ilns focused on enh;indn& both support iOd 
continuity. a«ountabilitywtthlntheproject. 

3. Utliiln& peer-to-peer knowled&e sh1rln1, ;illowlng e,<perleoted team members 6/ll)/2S - BHA continues to fa,ce onsoll!I resource constraints. The project has Identified cybcrsecurtr, work th« would benefll from su pport by 
toinformaly share their eipertJse durlos team meetln,s. Addltlonally, creitln& Individuals with a relevant back8rouod. The project hasproactivelvldentlfled tasks wch asdraftlo&securitypof1des, revlewlos procedures,and 
Internal documentation thlt outUnes best practices and processes for devcloplo& lmplementlos protocols and security monltorlos as fuoctlons !hat ;ire currently handled alon,side resul• worklOilds.. These wks could be stren&1hened 
securtr,polcieswould se-;isaself-servke resource for the team. by the Involvement of resources with a cybersecuritybilck&round. Whileuteroal teams. wch ;is Eotcrprlse TechoologvServ!tes (ETS) ,1od the Health 

4.DDDandCAMHD h;r,,efurtherdlscussloostooptlmlzeresourteutlliutlon 
between the two divisions. 

5.BHAshouldexploreoptlonsforoffloadlngpro/ectteammembers'dalty 
responslbiltlestootherstillf. 

loformit100Systems0ffk:e (HISO),pr0111dev;iluablesupport, lhereiscurrentlyoocentnll1edownershlp or1ccoun11bn!tyforcybersecurtr,wlthlnthe 
project team. BHA is lmplementina aoss-traJnlos to better billaote workloads aod Increase team fle!!lbillty, while also explofin& additlooal resourtes to 
addresscapac1tyconstraintsand malot.1Jn focusoncr1t1,;;,lprojea1atv1t1es. 

S/31/2S - BHA Is culfflltty faclns resourte challenge, In security monitoring. locludln& Wmlted staff for maoa&Jn& security usks, no dedicated person to 
revlewaudltlogs,andalackoftoolsforelfldentlotanalysis. To;iddresstheselssues,theteamisexplorfng severaloptions,such;isencacJnca 

6.BHAshouldworkqulckloftoaeatenewpositlom;indrecelve Stateipprov;al. cybersecurlr,consuli;antandrequestlngaddltlonal fund lnsforsecurlty•upport.lntheshortterm,theyare;ilsoexplorfng 1helncorporatlonof 
cybersecurtr,wbSltoexlsdngadmlnlstridveroles.. 

7.SHAshouldldentlfyi;aW;inddutlesthatthey,;;,niSktheSfto ;issurne,as 
permitted by the contna, whkh ;ire presentlof belns handled by SHA members. •/30/25 -To addresu few of theresource ch;illengeuhe project has faced, ln earlof Aprt 2025, DDD onbo;irded ;, Tos,;;, Automated Re(Jresslon Testlns 

8.BHAshoulde,cploretheuseofcontr;ictors tofulflll1hefunctlonsforopen 
pro)l'Cl posltlon•. 

Subject Maru-r Expert (SME). To support;, successful onbo;irdln1, DOO provided system demo,, tr;alning m;aterbl,, and fild1(t.1U!d coll;ibor,,tlon with 1he 
CAM HD ;ind SI ie;im. Internal DDD resources hilve b""" Identified for knowledie transfer related to resresslon tHl!ng. This will en;ible ;in effective 
tr;anshlon for m;alntalnln5 the ;,utom;iu,d teJtlns Mille. Addltlonallof, CAMHD ;ind 000 ;ire aalvelof worklnj to Identify ;ind secure resources to support 1he 
su,inessAn;ilystroles. 

' "'' 

12/31/2019 G;iu1;imGuhr~ 

Open 9/30/20'20 GautamGuhrady 

Open 
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Deploymentprocesi. 

Limiledtesling 

B.xklo,mfftlngs 

-- --- --
Ouetoon-t1olngdeploymenlpro<:esses;,ndte<:hnk:;il S~l post-productlonbugsh..iebeenencountered lnthePhase4rele;ise, 1.IV&Vrec;onvne<1dsth;ittheproJe<:1eonslder~rgetedefforutoreducere<:t1rrlng 9/31J/2S-Communlc;itlonof~;,senotestothedeploymentte;,mconllnuestolmproveforenh;in~ re;idln6f;indprep;im!onfordeployments. The Rele;i~ployment 
execution !$sues, the Project m;iyconllnue to encounter R4.4. def«u, whldl m;,y lndudeexp;,nd1ng the s,:opeof RootCiluseAn;ilyJls (RCA) SI lndk;;ited th;it RootCaouseAn;,lysb (RCA) !$performed on trftlc;II ;ind high-priority produ<;tlon defe<:U. IV&Vwillcontlnueto monitor rele;ise results;ind Pl;innlng 
defei:1;:1, ;,ndch;illenges,e.g.,whenrele;ises ;,re ln Reg;,rdlnathe bug. "HumanServk:esRese;orch lnstltute(HSRl)flowls f;illlngln where;ippropri;,\e. l111CktheproJe<:1's proSre1,5lnlmpr011lns1tsdeploymen1process. 
produtdonorlnmeeiln1proJetted 1lmellnesforproductlan productlon' (bug•34886 
;ind rn,n..produ<;tlondeploymenl:S. https://dev.~re.com/OOHBHA/00tfflo20BHMl,20INSPIRE/_worklterm/edlt/34 2. IV&V nmImrnends th;itBHA;ind the SI work 101ethertodetermlne which 8/31/202S - Followlnsthe R4.13 deployment one\l),;ritk;II and three (3) hlsh-severlty production defetti rem;,in unresolved. The proJe<:ttum h;15 

886~ whalls In developmenland deployed fsv;15tlydifferen1fromwhi11Wi1S production defe<:ti, Jodudlnsthose of lowers,everfty, waminl Rool~seAn;ilysls oompleled rool,;;,use ;in;ilysls (RCAslforth6e four{4)defe<:U.and none are relilted tothedeploymenL IV&V rei;ommends the te;im continue 
deployed to prodw:;don. (RCA~ where out<;Drne$ m;,y provide valuable Jrulshu. Conslderiltlon m;,y also be performlna RCA$ to determine root t;iuselo. IV&V wfll continue to monitor release ouu;ome5 and the proJetl's progeu toward ;, mature, SYJ!emk 

sfven to defe<:U found fn non-producllon envlronmenu, such ;is re<:tJrr1ns defe<:U appro;w;h to defetl m;,nqemenl ;ind deployment. 
Theroott.1usefortheseerrors !scurrentfybe1n,1nvestlpted. f0\lnddurlnstestlng. 3. TheproJectteamls 

re,;ommended todevelop ;ind d<><:ument ;iform;il Root CiluseAnalysls (RCA) 7/31/2S - The AA.13 went ltveon 7/30/25.Nofth!s reportin,period, one (I) hlsh-severity production defe<:t remalmunresolved.Althoughthlsflndlnsls 
Repembledoa,mented release ;ind deployment and resouroes ei,periented proto<:<>I that Ind.Ides deflnedtflgersfor lnillalloa ;on RCA such ;rs severity 1 or2 fo<:used on deplovments, theoontinued absence of defined roo1,;.;,use analysls (RCA) proto<:ols lndudifllatterlasuth as defect severity, r«urrence, and 
with deplovmenu will help ensure thilt m!ruokes are minimized ;ind !hilt production defects, re,;urrlns Issues, or stakeholder-reponed lmp;w;u. The business lmp;,ct refletts a bro;ider and ongolns sap ;,uoss 1he project. The proJea te;im hn atknowtedaed this defidfflt'f ;ind Is prlorllizln, RCA 
functlon;ility ls not mistakenly deprer.ated when deployments take plate. proto<:<>lshould also establish clear roles and responslblrit!esforoonductln&RCAs pro<:essesforcertaln tak:ulalor defects. The presence of multiple hl8h-seventv defetts h!shlishtsthelmportan<:e of proactively lmplementini;iform;il 

;ind revlewin&OUttDrne$, ;,Ion, with nttlns timeframesforoompletin&RCAs RCA framework to pw,,ent rei:urrente, ensure consistent remed lalion, ;ind reduce loni-term ris1,; elql0$Ure. IV&V .... oontinue to monitor deploymenl 
folowln&defec:tidentifltiltlonorrelun.Addilionally, 1noorporat1n1ruondardlzed quar,ty atrossrele;ises;ind Mid-SpfintDeployments(MSDs), withp;irtku lar mentiontoemer,in&defecttrendsandtheproJect'srespons!venessto 
templiltes ortoolsfordo,;umentins RCA flndlngs;ind .modilted oorrectlve ;ict1ons, systemic: issues 
as well as lmplement1n1 a tradtlnsmei:han!smtoensure1hose;ict1ons ;,re,;;,rried 
0111 ;ind monitored for effec:tlveness, willUrengthen !he pro<:ess. Form;iliiloa these 6/30/2S - A Mid-spnotdeployment{MSD)wlth two{2)defeaflll9Swassuccessfully deployed on 6/28/2025. IV&V hnnot vet rei:eived dotumentatlon of 
elements will help ensure RCApractk:esare appl(ed consistently, lmprovevlslbility ;iform;iliied Root OluseAnalysls(RCA)pr<><:ess, lndudlng fordeployment-relaled Issues. The projea teilm hnatl<nowtedged the Importance of RCA. 
Into root,;.;,uses, and supportloni-termdefffl reduction atrossfuturerele;ises, While thlsflndin&h!shlishtsdeplorments, the absence of defined RCAprolO<:Ols ;,nd crllerla suth ;rs w,,erity, re,;urrence, or buslness!mpactofdefe<:ts 
lntludln&thoserelatedtofHIR.M505, andAfR. elllends;w;rossthebroaderproject. TheproJea1e;imhas;,cknowledgedthesepps,theyh;ivelndltiltedthilteffortstoaddressthemarestille""Mns. 

;ind they m;,y consider pfioritlllns RCA efforts ill ;i laterdilte once higher prk>rJtyfunCllonality hnbeen Implemented. Estilblishlnsthls fr;,meworkoould 
4. Implement a streilmlined Root cause Analysis {RCA) pr<><:ess 10 !den1ify help ensure consistent appli,;iltion, support effec:tlve remediation of returrloa Issues, and reduce Ions-term risk. IV&V wfll oontlnue to mon~or 
deplovm,ent,;.;iusesand prevent recurrence. To m;,n;,se resourte constraints. deployment quality across AA.12, FHIR, M!d-Sprlnt Deployments (MSDs),;ind 1heAERsolu11on for any emerpljdefea trends. 
consldertlmeboxlnsRCAefforts-e.s.,1-2hoursperdefector ;i se1numberof 
h0\lrsweeltly. Withlnlhlstimeframe, fotuSon sa1herln1oonte:,tt,an;ilyiln1t;iuses. 5/31/2S - R4.12 wassu«enfully deployed to production onS/29/'2025. However, !here WilS;, mlsunderstandlni ;,boutwhether one of the Items on the 
and prop<l5in&correc:tlve actions. Project PMs,;.;,n tfiltk lhese actions to ensure deploy list WilS ;,ctuallydeployed. IV&V !s havtn,dis<:ussionswilh !he deployment Wm on how the pro<:ess t;in belmp'°"ed to avoid sud! 
folow-throush misunderstand logs from recumn,. While the proJeate;im repomth;i1;i Root causeAn;ilysls (RCA) pro,;esse,ilsts. IV&Vh;rs notrece!ved do,;umentation 

of;,formalliedpro,:ess.Addltlonally,formal protomls ;inddeflned mterla forlnltliltln&RCAshavenotyetbeenestabl(shed.Specifocally,lherels no 
S. The Projea should consider ;iu1orm1tin, deployments for resourte savlogs. dotumented iuldan,;e outllnifll the trlger5, thresholds, or oondltk>ns under whkh ;,n RCA Is required (e.,-, w,,erity, re,;urrence, or buslneu Impact of 
lntre;rsedefflcien<:y,tons!stency,ffflertimetom;irket lmprovedtollaboriltk>n defetts). Thlssap lim1tsthetonslstentandeffec:t1veappl(tilt(onofRCApr;,ctices,redutl01theirutaly lnaddressln& ;indpreven11nsrecurrln1 production 
and reliability, stal;ib,1ity, version control lnlegration, and rollb;,ck capability Issues. IV&V ent0\lrages timely adoption of lhese pr;,ctlces to suppon looa-term qu;ility Improvement and will ~ontlnue mon!torln, deployment qu;,lity 

KrossR4.12,FHIR.M5Ds,andtheAERsokltlonforanyrelilted defecttrends. 

-

Limiled teslin, proceues an lead to poor-quality software, There is a limiled understandins of the tntin, proa,sses and the roles and 1. IV&V recommends enhanc:ins the teslin, sc:ripts ac:ross lfllin& ov-erali to better 9/30/25 • Alonpide the on,oins ..nonmed rqression Int development for ODO, IV&V recommends that BHA m=s h;,t,-ri>k areas where enhanced Test Practke Validation bsue 
projectdelaysande1<1endeduserac:ceptance1esting. responsibilities of those involved in the proa,ss. There is no formal pro<:ess for ali&n with high-risk and business-c:riti,;;,I workflows.As part of this effort, It m;,y be testcovera,ewould add vale. IV&Vw,11 continue to mon~or 1reaswhereadded test ooveras,, m;,y benefit. At this sta&e, the project awaits further 

the development, rew!W, and approval of tm scenario$, test ases, and test helpful to ""'iew rei:ent production defects to identify areas where test t011erage 
resultstoensureadequateparticipnionandapprovallromstatestall. oouldbelmproved.Thismayindudein<:orporatin11broaderranseofteslinj 
When testsliuser stories :34564 and 347S6on 1/31/24, the tm tasbdid not tethniquessud! as nqativetestins (e.s., invalid inputsored,ea=J, boundary 08/31/25-ln addition to the OfllOins automated rqressiontnt development for ODO and the annual performanc:e teslSli, IV&V rei:ommendsthn 8HA 
reflect the real use c1>es to sive stakeholders adequate confidence that the teslins. role-based sc:enario testins. and end-to-end workflow validation. identify h;,t,-ri>k ;,re;rs where enhanced test cover"le would be beneficial. A phased approach is recommended to sndually expand new and/or existini 
user story could be tested. Asa result, time was expended by lfllin& resourtes, Expandifllthesc:opeof teslinginthisw;,yw,11 help unoover hidden defects, testin& protesselo while wortc.,, within resource constraints. 
testins-inadequate,andauserstorymayh.,..e beendeemed tomeet 
funCDOnalitywhenildidnot. 

lmpr011e sys1em robustness, andredw:e thelikelihoodofpos1-deploymentissues. 
7/31/25 • While regression testslifor Release 4.13wasexecutedsuc:cessfully assc:heduled (7/21/2025- 7/29/2025), the continued relianc:e on manual 

As p;,rtofthis effort, It may be helpful to review recent production defects to testin& espedaly durinsTosc:alicenserenewal, underscores broader limftation• in lflloo......-a,e;ind entution eff,c:iency. Current practices m;,y not fu lly 
identily •e;iswhere testcover..,e could be improved. Expandinasmoke !flt exertise high-risk wortcflowsor capture ed&e-ase mndilions, inaeasinsthe potential for undetected defects to read! production. lV&Vencouras,,s BHA 
scenarios to indudekeyfunctional paths with I history of defects, alonawith to enhance i1s 0\/e""testinsstrategy to improve both 1he breadth and depth of lfllcoverap, with a focus on ,;ritic:al businesssc:enariosand high-impact 
expl,,..,,opponuniti6for aU1omation,,;;,ncon1ribu1e tomoreeffident and functionalpalhs. 
oonsis1en1pos1-deploymentvalidation.Theseenhancementsarein1ended10 6/30/25 - Sincethe ll4.U 
support sll"onser release readiness and help minimize the risk of post-deployment deployment to production on 5/29/2025, users have reported five (5) production defects (two (2) high severity and lhree (3) medium severity) which the 

project team isaaivelyremediatins. Thisunderscoresthe risk as50dated with insuffic:ient lfllcoveraceac:roubusiness-c:riti,;;,I workflows. Rqrnsion 
testinaforR4.131ssc:heduledfo,7/21/2025to7/29/2025 andisexpeaedtoindudebothm;inualand automatedteslinj.TheTosc:a Automated 

2. Male efforuto9nplement I streamlined Root Cause Analysis(RCAJ proa,ss to Regression TestinsSME continuesto automate DOOt61 sc:enarios an important step toward improvinatest reliability and reducin,manual effort. 
identify the nu= of defects and prevent recurrence. Due to project res0\lrte However, over.,1 test tO\ler•e remains limited. Without broader and more oomprehensive testins. the risk of post-deployment issun remains elevated. 
oonstraints, proposetimebolins RCA efforts for eac:h defect introduced into Expandinsthe scope;ind depth of testin,partic:ularly ac:ross high-risk and busin6s-triocal wodcllow5, is essential to ensure system stability and reduce 
production. Tmel>oxin& involves allOC11in1 1 roxe<1period(e-1.,l-2hoursper defectre<:tJrrenceSl future releases.. 
defecto, a setnumberofhoursperweek)forlotusedRootCauseAnalysis(RCA) 5/31/25- R4.12w"5deployedto 
aclivilies. TheseK!Nltin may lndudequlckly p1herinsdefectcon191, analyzing production on S/29/2025, followed bysuc:ct'ssfulsmoke tminson S/30/2025. However, users subsequently reported three production defectslhat 
potential ,;;,uses, ;ind proposlns corrective actions, all within 1he specified were 9peeted to h;ove been Identified during smoke testing. 114.12 rqression lfllin& was oonducted from S/19/2025 to S/2&/2025 and completed 
timeframe. Project PM(s) ,;;,n overseethetrac:kln,of correaive ;ictions to ensure successfully. CAM HD and ODD focused on m;,nual rqression tmins. Addilion;illy, the Tost;iautomatx>n expert is reviewin&currt'nl functionality to 
oompletion. identify optimization opponunitin and Js dev.-loplns re<:ommendations ;ind effort estimates to enh;,nce the automated rt'iression tenins framework. 

The project team conlinuH to work on resolvins outnandin& production defects (see Appendil< E). IV&V will continue to monitor k.-y areas, lndudin& 
3. IV&V recommends that, after ll>dng;, defea, the SI incorporalt' relevant test R4.12, FHIR Implementation, ;,ny Mid-Sprint Deployments {MSDs), and the AER solution for quality issues. 
<;;1selotovalidatethesefixeslnsubsequen1releases. 

4.IV&Vhasrequn teddisc:usslons onvarlousaspeasofthelNSPIREtestins 
4/30/25 • 114.11 was successfully deployt'd on 4/3/2025, with Smoke Testin, successfully oompleted on 4/• /25. A Mid-Sprint Deployment (MSO) was also 
performedon4/lB/25,whic:h SIC:ludedfour(4) UserStorles.Additionalunresolvedproductiondefects have been fden1ifiedfollowin11heR4.ll 

process with ;, fotus on prott'ss suc:h as tr;icklns test ooverage and requirements deployment and the project team is currt'ntly workln, to confirm the number of new defects. The project teilm continues to addrt'u other oumandins 
trateat-ly,consfderlns new development of Aca!u Rules, Document production defects(see Appendix Efor detans). The project team ha enhanced smoU! lfllstriptsto pr011ide mort' comprt'hensiYt'cOYt'rage, lncludin& 

Titeabsenceoflepariltededltilted product badloSrevtew o.,rrentty, product bac:klo,revlews aredone durlnsdeslgn meetlogs and/or 9/30/2S - BHA hilS been reflnlngSj)rlnt bac:klo,plann!n,to better lllign with e110M01 priorities and worltload. TiteSI hasllddedll resource llnd Sprint Plannloa 
meetings can lead to unclear prlorllles, misallsnment with Wffllyissues meetlngs. Tit!s can lead to, e.g., scmered loc:u5, limited 
stakeholders, Inadequate refinement. ;ind lnaeilSed risk of stakeholder eng3£ement dlffkulty!n m;inaglngcompleliity, and del~d 

1. BHAcondnuetotonduct lhelemeetlngsregularlyand milture lhe practice over redistributed tasks, enabling l<Slm members to ~U!on additional ltems llnd driving steady pros:ress. A few Involved Items remain ln motion, panlcularly 
time, n they provide ~nglble value In suruoln!n, pro/ea velocity and reduclna r,esardloa ellglt-ly data retrlellill llnd parslns. which are lmp;,cted by ;in onSQln& issue with a console applkiltlon that spans multiple lire.». Th!s rem;ilns;, 

decision m;,klng. key dependency and Is being addressed !n collaboriltlon with extemlll l<Slms. While a few work Items are prosresslng more slowly than llntlcipated, the 
A product bac:klo&revlew lsan essentlil pan of agile pro/ea manapment plannlnsefforuare helping to m;i!ntaln stabR!ty,llnd workoontlnues with aloe us on resolution. 
p3ftkubrly ln Scrum. It's ll oolliboritlYe meetln& where the Strum team, 2. CAM HD i nd ODD Implement a structured feedback m;inagement process with a 
Including the Product Owner, Strum M.l!l'ler, and development 1nm members, prlorltlul:lon framework to ensure th3I llll new requests are thorouahly evaluated 8/31/2S - BHA hilS Initiated a redistribution of development responsibilities ;,cron the team to reduce workload cono:entration llnd maintain project 
lnspett i ndadapttheproductb;,cklo,. andallsnedwlthproJe<:11oalsbeforebeln,;,ddedto 1hebacklos. momentum. The l<Slm has addressed the bottleneck, llnd ;,ccess provision ing for addltlonal members Is In progess to support th!s transition. Some 

development actlllltles may be e,iperlenclns delays, potentially related to known Issues that are atdllely being add1essed throoah eJ<lstlng suppon 
The prodllCI backlos review !s lln lmponant Scrum ceremony that helps keep 3. Sepilfilte dedicilted prodllCI backlog review mee11ngs (durlns sprints) would th;innels. 
thebadtlogrelevantup-to-date,and lllignedwiththeproject'stoalsand allowcbrlfylng;inyamblgu!tiesoruncenalntles,re-prlorlllzation,estlrnatlon, and 
priorities.. Heie's a sumffiilry of what typ!,;.;,lly hllppens durlns a product b.icklog refinement of backlos Items. This would llllow the project team to """Id situations 7/31/2S - BHA hilS ldenllfled a bottlenedt In backlos proc:esslns. primarily due to a sloale team member managing the review, estlmltlon, and llsslgnment 

wherededslonsaboutlndud!n,!temsm!d-sprlntwouldhave tobetaken . of ~sks. While b.icklog Items are 111lorlti1ed, some from the current release cycle have been carried over, Jndicilting;, need for llddltlonal suppon In this 
area. The BHAteamlsatdllelyworkln&tostreamllnetheprocessbyldentlfylnssynerslesa,crossbacklo&ltemsand refinlngthedlstribUllonof 

1.lnspectlfllBadtloSltems:Theteamrevlewstheltemsontheproductbatklos. 4.IV&vrecomrncndssc:hedullngseparateded!tltl'dproductbatklosrevtew responslbilltlestoenh1nteefftclency1ndthroughpU1. 
Thlslnvolvesdlscusslngeachltem,understandln&ltsprlorlly, value, ind meetln15(durlfllSpdnts)whereallrelevantsta~eholdersl1relnvltedtore11lewthe 
acceptance criteria. product bac:klo&andsd!eduled ill the approprlaletime(s)such that there Is 6/30/25 - BHA is actlllety committed to m;inaclng Its batklo,effectlllely, fowsln&on a'-'11nsdevelopmcnteffom closely with buslnesspriorllles. The 
2. EnsurlfllClillfty: The team ensures that eath bKklo&ltem lsde;,r llnd well- suffldenttlme to plin the design, development and Implementation (DDt)ofthe product owner of DOD worksdoselywlthteam membento understand business needs and prlorltlieuserstortes. Requests come from buslnessle..is 
understood. Any ;in,bi,ulties or uncertainties ,re darlf!ed ill this suce. nel<I release(sJ. and are then translilted Into development tasks. There ire thallenics with vtslbillty Into available user story points and the assignment of work ;w;ross 
3.E.stlmltlon:Estlmltlonofbacklogltemsmayocc:urdurlni 1here11lew. The 
teammayusetechnlques llkestorypolntsorrelallve slzlni toestlmi!tethe 
effonrequifedforeathltem. 
<1.Re-prlorltlliltlon:BasedonnewJnslghts,ch1ngeslnrequlrements,or 
stakcholderfeedbac:k,theteammayneedtore-prlorlllzeltemslnthebac:klot, 
S.RemoffllorAddlngltems:ttemsthatareno longerrelevantornec.essary 
may be rem011ed from the backlo@:. New Items !hilt emerse or are Identified ;rs 
lmportantmaybeadded. 
6.Rellnement:Badtlo@:rellnemen1may also0<:curdurtn11herevlew.Thls 
ln110lves bnsakifl& down la,se Items Into sm;iller, more m;in;,se;ible ones, or 
addlns moredetalltoltemsilSneeded. 
7.Collaboral;ion:Therevlew lsacollaboritlV<'effort ln""lvln&theentlreSc:rum 
team.ll'sanopponunltyforopendl5cusslon ;indsh;irlnaoflde;rstoensure 
everyoneisalisnedontheioalsandpriorltles. 

Internal and external resources, which may maU! II difficult to ilOCUrately assess the capac:ity of the teilffl and effective!\- assl&n work. PrloritlUllon is 
based on business needs rather thillllJuststory points, wlthllneffonto&roUP reliltcdtasbforlml)roved efficiency. CAMHD'sbacklo& meet1n15llre held 
monthly. Olleral there ls room for Improvement In plannln,;,nd coordlniltlon tooptlmlietheuseofl\lillable capacity. 

5/31/25 - BHAoontlnuestoholdbKklo& 
re11lewmeet1nes.w1ththe mostrec:ent sessloncooductedlnApri1202S.TheseeffomrepresentaposltlllestcptoWillfdalcnin&prlorltles.managlng 
technical dependende!,, and clearly deflnln, backlog Items to suppon development and testloa. While no sessions have yet been sc:heduled for May, 
IV&V undemandsth;ittheteamls still acclm;idng to toles and p-= IV&V plansto;ittendfuture batklo&prk>rili,;atfon meetlnptosupport lhls ... .. 
•/30/25 - IV&Vwaslnwted toatiend the DDDBacklo@: Prlorftl,;,tlon Meetlns. Several keyltemsweredlscussed, lndudifll: 

AppleHealth 

Provlder;indCuuornerl'ol"lalDocuments 
While the meetin& addressed thHe ilems, m;,ny of the b;,cklo, items still require estim;ition. DOD is currently workln& to oomplete these Mlim;itions. 
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46 Defectm;in;iiement. 
-- --- --
Negle<;tlns the estilbllshed defect m;in;isement pro,:;ess F;oilure to foRowtheestilbll$hed defectm;,n;,gemeM proi;essc;1n result ln IV&V~mmendf: 9/31)/2S - IV&V,;ontlnuestoobservetheproject 1e;im conslstently loalng;,nd ilCU'fflly tr;iddnadefe,;u;,nd repc,rted INues ;is p;irtof the Help Desk ;ind Project M;in;ig<1ment 
could lffd tol<»l/foraotten defe<;U. user frustration, ;ind def«ubelngoverlooked, 1nconsl•tentlytr.ldted, or unresolved-le;odlngto 1. The pro)ect.--d• the hbtoryof;idefect'sse'fflrlty ln the corresponding defect m;,nqement pro«$-. IV&Vencour;,gesthete;,m 1oconllnue focusln10n field-reported Issues, sud,• thOle Involving the Provider port.ii, to 
could slowresolutlon ofslmll;ir defects In the future. lncre;ised u-frustr.ollon ;ind reduced 1rust In the system. This bre;ikdown ;ilso tk;ket'sdeKriptlon/note< se<:tlon In ADO. Forex;imple, when;, h~ls deployed strengthen conllnuouslmprovementlnltl;itlYe< ;ind end-usersatlsf~n. 

lmp;ilrs the proJect~m's ;,bllltyto ;,n;,ly1etrend 5, Implement rootc;iuse lbles, tomlllpte;i defe<:tlnltl;,llyd=lfled ii$ ' Crltlc.il,"thedesalp1lon/notes ~n 
and priorltl,e effectlvely. over time, nesle<:llng structured defect handnna may should doc;umenl th;il the defe<:1 orfsln;illy h;,d ;, "Crillc.il" severlly r.itlng. 
slowresolutlon,;yclef,ln1roduterework. ;ind degradeover.illsoftwarequaity 

8/31/202S - IV&V notes,;ontlnued proSreN In ;idherlnsto esubllshed Help Desk;ind defecl m;,nqernenl pr~, ;is demonslrilted bytheloglns ;ind 
ilttlvetrxklngofhlsh- ;ind ,;ritk;ll-severitydefe<:ts. Thls lndk;ite$the proJecl te;imls effectlliely c;iptUrfng;ind m;in;islns 1$$ue$through form;il channel$. 

;,ndser,,ke rell;,blllty. 2. B;,sed on lle$l l'ril<:tkes, updatlns the defect m;,n;,gemenl doc;umen1;11lon ;ind IV&V en,;our;13es continued illtentlon to fleld-repor1ed 1$$ues, suth ;is those ln1101Yl113 the Provider parl;II, to funher suppar1 ,;on1lnuous Improvement 
h;wlngregul;irrefresher 1r,1lnfng on 1hedefett m;in;,semen1proten. 

3. Send,;ommunkitlonstothe projec:lstakeholderstodarifythedefe<:t 
m;,n;,pme,ttpro<:e$S ;indthe lmpomn,;eof loglosalldefetts. 

] . Take steps to - re turren1 ;iod new users understand how to repol1 ;ind/or 

7/31/2S - IV&VwJll ,;ontJnue to -the projett', adherence to Help Desk ;ind defect m;,nqement processes. IV&Vencour;,sestheprojeclteam to 
proilttlvely captUre ;ind address feedback from !he f,.ld suth ;is Issues repor1ed with the Provider portals to supporl ,;onllnuous lmprovemenl ;ind end-

log defects 6/30/2S - IV&V wJll ,;ontlnue to monitor me adherence 10 me Help Desk ;ind defea man;,gemen1 proc;esses 

4. Conslderdes1Bnat1n1 ;, defectm;,n;,gemenl lead orch;implon to oversee 5/31/2S - IV&V,;ontlnuestoobserveprojec:I foQ.lSon !he tklp Desk ;ind defett m;,nqement pro,;esses. BHAls ilttlvely reviewing the submitted Help 
;idheren<::etotheprot1$S ;ind ;iu...re all defetts ;ire loged. Deskdo,;umentatlon to -the;idoptlon and enfortemenlofthedotumented defe<:t mao;,gemenl proc;edures. lV&V will provide feedb;ick;ind 

recommendations to suppol1 alignment with lndusuy bffl pr;ic:tltes. 
5. KeepmkeholderslnformedabOU1defettua1us,prlonty,lmpatts, and 
resolution tlmelines. Thisoould lnaease ilWareness ofthe lmpoltilnce of logl113 4/30/2S - IV&V has reviewed the doc;umermtton outlln!ng the Help Desk pro,;ess. lV&V continues to ot,ser,,e ln<:rNSed project fotuson both the Help 
defects Desk ;ind defett m;,n;,gemem protes-ses. ;ind will monitor adherence to these processes while providing feedb;ick ;ind re<:ommend.itions b;ised on besl 

pr.ittkes . . Me;inwhile, BHAlsr.-.lewlns the prevlowly provided Help Desk documentation and tonsldfflll ;idoptlns ;ind enfortJnslhe outlined defett 
6. Discuss w;,ys to Improve the defect loglng and m;in;isemenl pro,;ess with the SI m;in;,gemen1 proc;edures 

;indcomeupwlth ;i planto lmpr""e-
3/31/2S - In Mi rth 2025, the SI provided doc;umentatlonWtwasor!slnally ,;re;,ted ln 2019,outllnlnathe Help Desio; process. IV&V I$ continuing Its review 
of the proc;ess ;ind ... Pr""ldefeedbad<. and re,;ommend;itlonsb;ised on best pr;ictl<;es ln Apfil2025. Notably, the project h;isplaced lnaeased ;inentlon 
on thls;irea, whkh Is ;, pollllYedevelopment.N , rewh of this helsh1ened focus, IV&V h;isobserved a,;orrespondW!lrlse In the number of defects being 
logedlnAzureDevOpslA001 lndkilliflistronseradherencetoreportlngproto<:ols ;indgre;itertr.1nsp;,ren,;ylnisslle ntk!ng. Produttille dls,;usslons 
are underway to addressattkaldefects. By reviewing the Help Desk pro,;ess ;ind addressJ113 ;,ny pps. IV&V ;intk:lp;lleS lmprOYemeMs In the over.ill 
defett m;in~;,ppro;ith . 6HAusually rete1ves !u...esbyem,1ll orhelpdeskcalls,wilhmostreporusubmlttedbyem;iU.DependW11ontheseventyof 
lhe defett, BHA penonnel m;iy ,;onsuh with other team member, and fl;,g high-seventy defetts. reporting them to the SI. While the current process Is 
gener.illy effetthre. there Is room to $peed up how tritlr.al defetts are h;indled, p;irtl<:ularfy by enh;ondni how these Issues are !nitl;illy logged. 

'"'' 
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