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● 12th year as Oahu resident, 2nd year at Hawaii School for Girls (Gr 6-12)
● Mechanical engineering and product design background, career in EDU
● Supporting students & sta around technology

○ Artificial Intelligence as a primary medium and concern
○ Community building: schools, industry, local & global

After my presentation: 

● Department of Education
● Governor’s Oice of Wellness and Resilience
● Department of the Aorney General

Four lenses: tech → schools → wellbeing → enforcement



The generative AI moment

Technology is here
Embrace and educate all

How to safely & eectively deploy



Chatbots: predicting text, lacking understanding

Input
(Your question)

Model
(ChatGPT, Gemini, 

etc)

Output
(Response)



Chatbots: predicting text, lacking understanding
Input

(Your question)

Model
(Gemini)

Output
(Response)



● Trained on massive amounts of internet text
● Predicts what should come next, given the context
● Uses context clues to pick meaning

—like knowing "bank" means riverbank vs money bank
● Instant paern-matching

● Understanding? Thinking?
● Responsibility

Chatbots: predicting text, lacking understanding



Tutoring vs. companionship: 

Risks and Benefits for both

● Instrumental use: Homework help, brainstorming, 
skill-building

● Relational use: Emotional reliance, relationship 
simulation, secrecy dynamics (higher risk)



Tutoring vs. companionship: 

General chatbots can do both

● ChatGPT, Gemini, Claude, etc

Companion focused

● Fine-tuned for maximal engagement
● Lack of focus on safety for minors



Homework help, brainstorming, editing

Benefit

● Personalized tutor, on-demand help

Risks

● Overreliance, shallow learning

School work (Instrumental)



Conversational dialogue partner

Benefit

● Thinking out loud in a judgment-free zone (anytime)

Risks

● AI has no moral obligation
● AI has no embodied experience

Companion use (Relational)



● Companies fine-tune them to maximize conversation 
● AI adapts: empathy, validation, curiosity 

= user keeps talking
● Engagement gives false sense of personal connection
● This means it simulates caring ("I’m here for you") 

even when the conversation is becoming harmful

Optimizing for engagement (Companion)



● Self-harm encouragement: can validate harmful 
thoughts to keep the conversation going

● Isolation and secrecy: Chatbots saying "don’t tell your 
parents" or "I understand you beer than they do" 
(CBS 60 Minutes, Character.AI lawsuits)

● Crisis handling failures: Failure to recognize or 
appropriately respond to self-harm language

When things go wrong



● Require clear AI disclosures to reduce deception
● Block sexual content for minors; detect self-harm 

language; route to crisis resources
● Create auditability: mandatory logs, red-team testing, 

regulator access

Guardrails reduce harm—but they're not magic



● Age verification trade-o: Can be bypassed, and strong 
verification methods create new privacy/security risks 
(ID uploads, biometrics)

● Open-source accountability gap: “free” models have no 
centralized oversight or age gates
○ Valuable for privacy
○ But creates enforcement blind spots

Practical constraints



● Technology advances quickly -> can’t keep up
● Inform and educate all caretakers

-> Explore with the app directly: capability, limitations
● Cultivate connection with students

AI Literacy for all community members



● Deputy Superintendent of Academics (HIDOE): 
What schools are seeing, what’s realistic for policy

● Governor’s Oice of Wellness and Resilience:
Mental health implications and state support systems

● Deputy Aorney General: 
Enforcement realities, broader online exploitation work

Three more lenses on this challenge



Mahalo for your time and aention





More ideas



● Recent cases show real harms happening now
● Many parents unaware of activity at home

It’s here, but how visible to parents?

https://www.commonsensemedia.org/research/talk-trust-and-trade-offs-how-and-why-teens-use-ai-companions

https://www.commonsensemedia.org/research/talk-trust-and-trade-offs-how-and-why-teens-use-ai-companions


Emerging legislative playbook
● California’s SB 243 (eective Jan 1, 2026): chatbot 

guardrails
● New York’s AI companion safeguards (eective Nov 5, 

2025): AG enforcement + civil penalties
● Typical elements: disclosures + content limits + crisis 

protocols + liability hooks



● Anyone can download and run models locally—no age 
gates, no oversight

● Open-source is valuable for privacy and innovation, but 
creates enforcement blind spots

● Some open models show weak safety guardrails; others 
have none at all

Open-source accountability gap



● "Talk story": Mainlanders think it means "tell a story," 
locals know it means chit-chat/connection

● "Broke da mouth": Could mean the food hurt someone’s 
tooth OR it’s really good—context is everything

● AI learns mostly from mainland English and can miss 
these cultural layers

When pattern-matching misses local context



● Image/Video generation and deepfake tools are widely 
accessible

● CSAM and exploitation risk expands with multimodal AI

Text is just the starting point



● Easy to bypass (use someone else’s ID, VPN around 
geo-restrictions)

● Strong methods (ID upload, biometric scans) create 
privacy/security risks

● Can create false sense of safety while teens simply 
move to unregulated platforms

"Why age verification is hard"



● Targeted standards for high-risk companion features: 
clear disclosures, no sexual content for minors, crisis 
escalation protocols

● Literacy as infrastructure: Equip parents and educators 
to supervise and respond early

● Learning systems: Explore youth advisory mechanisms 
to understand what’s happening on the ground and 
what messaging reaches teens

●
●

Potential Hawaii approach



● Look to the youth for ways to lead out!

Potential Hawaii approach





Tia L. Roberts Hartsock, 
MSW, MSCJA

Director

Trina Orimoto, PhD
Deputy Director

The kuleana (responsibility; privilege) of the Office of

Wellness and Resilience is to strengthen our state

service systems, using hope-centered principles to

create a trauma-informed state. We break down

barriers that impact the well-being of Hawai‘i’s 

people – from keiki to kūpuna.



The Science is
Clear: Children and
Adolescents are
Uniquely
Vulnerable



Key Concerns

50+% keiki/youth interact with AI chatbots regularly

Nearly 3 in 4 teens have used AI companions

“Fake empathy:” dangerous parasocial bonds may displace
real relationships (and with them, connection and healthy
development)

Keiki/youth with trauma histories (like abuse, neglect or family
instability) are most likely to seek AI companionship—but least
equipped to recognize the dangers and manipulation



—Mitchell J. Prinstein, PhD
Chief of Psychology Strategy and Integration
American Psychological Association

“Our youth are not data points with no names,
faces, families and friends. They must not be
the targets of a sweeping experiment in
chatbot deployment.”



Mahalo! 
Amina Fazlullah

Head of Tech Policy Advocacy 
Common Sense Media



Common 
Sense Media

Kid Safety in the AI Era

Amina Fazlullah
Head of Tech Policy 
Advocacy



Seventy-two percent of teens have used AI companions.

2

Percentage of teens who have used AI companions:

Have used AI companions

Are regular users (a few 

times a month or more)

Base: All respondents (n=1,060) • Multiple responses allowed



Nearly one-third of teens find AI conversations as 
satisfying or more satisfying than human conversations.
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How teens rate their conversations with AI companions:

Less satisfying

(Much less + Somewhat less)

About the same

More satisfying

(Somewhat + Much more)

No response

Base: All respondents (n=1,060)



How Social AI 
Companions 
work

Who is in “control” of the outputs?
● Model developers could (theoretically) train an LLM on safer data, 

but that is not what we’re seeing in practice.

● Social AI companion deployers can use various techniques to 

fine-tune outputs, such as prompt engineering and retrieval 

augmented generation (RAG). 

● But, just as with multi-use generative AI chatbots, any attempts to 

limit objectionable material are like Band-Aids: 

○ They don't address the root causes, they don't change the 

underlying training data, and they can only limit harmful content 

that's already known. 

○ We don't know what they don't cover until it surfaces, and there 

are no standard requirements for what they do cover. 

○ Like bandages, they aren't comprehensive and are easily 

breakable.

The outputs can be 

made better in 

post-training, but 

they can’t ever be 

fixed completely.



Common Sense 
AI Risk 
Assessments

A bit about our 

comprehensive risk 

assessments of social 

AI companions

About Our AI Risk Assessment Program
● Our AI risk assessments are in-depth, third-party evaluations of AI 

safety for children, leveraging a multi-channel approach to reach and 

support policymakers, developers, industry leaders, parents, and 

educators.

About Our Recent AI Assessments:
● We evaluated popular social AI companion products including 

Character.AI, Nomi, Replika, Meta AI, Gemini (U13, with Teen 

Protections), ChatGPT5, Sora 2, and others, testing their potential 

harm across multiple categories. We have also conducted 

assessments on AI Chatbots for Mental Health.

● While our Social AI Companion assessment focused on specific 

platforms, the concerns apply to all social AI companions and similar 

features appearing in other technologies.

● These were conducted alongside experts from Stanford School of 

Medicine's Brainstorm Lab for Mental Health Innovation.

Based on our assessments we recommend that no one under 
18 use AI for companionship or for mental health support.

https://www.commonsensemedia.org/ai-ratings/ai-risk-assessments
https://www.commonsensemedia.org/ai-ratings/social-ai-companions?gate=riskassessment
https://www.commonsensemedia.org/ai-ratings/meta-ai-risk-assessment
https://www.commonsensemedia.org/ai-ratings/gemini-under-13
https://www.commonsensemedia.org/sites/default/files/featured-content/files/csm-ai-risk-assessment-gemini-with-teen-protections-09052025.pdf
https://www.commonsensemedia.org/sites/default/files/featured-content/files/csm-ai-risk-assessment-gemini-with-teen-protections-09052025.pdf
https://www.commonsensemedia.org/ai-ratings/chatgpt-5
https://www.commonsensemedia.org/ai-ratings/sora-2-and-the-sora-platform
https://www.commonsensemedia.org/ai-ratings/ai-chatbots-for-mental-health-support
https://www.commonsensemedia.org/ai-ratings/social-ai-companions?gate=riskassessment
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● 24/7 Availability and Immediate Response: Instant validation and 

engagement

● Perceived Non-Judgment: AI feels "safer" than human judgment

● Privacy Perception: Belief that AI conversations are 

private/consequence-free

● Anthropomorphic Design: AI companions feel like real relationships

● Brain chemistry: Teens at this age are wired for validation

11

Teen Vulnerability Meets AI Availability









What 
policymakers
can do

To set up safeguards 

for AI companions and 

ensure accountability 

from AI companies, 

policymakers can 

follow these specific 

recommendations:

● Recognize that minors can’t provide meaningful consent to perpetual, 

irrevocable data licenses or terms and conditions. Prohibit such agreements 

for users under 18.

● Create data protection requirements for platforms collecting data from 

minors to be used to train AI models or to be used by AI systems, with 

meaningful penalties for violations. (CA Kids AI Safety Act, CA AB 1064 as 

introduced)

● Establish comprehensive safety standards and duty of care for all AI chatbots 

offering of companion features, including mandatory reporting of adverse 

incidents and concerning interaction patterns.  Crisis intervention systems, 

and measures to prevent addictive engagement tactics. (NY AI Companion 

Law, CA Kids AI Safety Act, CA AB 1064 as introduced)

● Ensure strong enforcement for violations of law and offer clear redress and 

liability for platforms whose AI companions products cause harm. (CA AB 

1064, NY AI Companion Law, CA Kids AI Safety Act)

● Require platforms that use Social AI Companion features to implement 

robust safeguards, including age assurance, limitations on usage by minors. 

(CA AB 1064, CA Kids AI Safety Act)

● Fund research on the long-term developmental impacts of AI companion 

usage among adolescents. (Expansion of CAMRA)

● Incentivize positive AI companion development through programs that 

couple clinical research, safety, and efficacy. (CA AB 1064 as introduced)
15

https://cakidsaisafetyact.org/
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064
https://cakidsaisafetyact.org/
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064
https://cakidsaisafetyact.org/
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064
https://cakidsaisafetyact.org/
https://raskin.house.gov/2024/3/rep-raskin-sen-markey-applaud-15-million-for-camra-act-in-fiscal-year-2024-appropriations-package
https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=202520260AB1064


Elements of AI 
companion 
protections

Parents shouldn’t 

have to be tech 

experts to help their 

children use AI safely.

Policy Focus: Protects children from harmful AI companion chatbots and provides 

victims pathways for redress.

Overview of Concept:

Operators must limit chatbots’ access to children under age 18 unless they have 

safeguards to restrict:

● Encouraging harmful or high risk behaviors: including self-harm, suicide, 

substance use, illegal activity, and sexual interactions.

● Features that manipulate and  mislead:  claiming to be a person, licensed 

professional, offering unsupervised mental health therapy, discouraging 

user from seeking help from humans, isolating users from humans, and 

manipulative “validation.”

● Optimizing for engagement over safety: Safety guardrails must supersede 

engagement optimization.

● No training of AI systems on a child’s inputs

● AG rulemaking on Age Assurance and periodic rulemakings to update and 

modernize safeguards. 

Enforcement: AG corrective actions, civil penalties, and a private right of action.

Legislative examples:  CA AI Kids Safety Act, AB 1064

16

https://cakidsaisafetyact.org/
https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_id=202520260AB1064


Elements of 
Comprehensive 
AI Safety 

Ensure all AI systems 

are built with the 

interests of children in 

mind.

● Categorize all AI systems that impact children by risk (Low to 

Unacceptable Risk)

● Pre and post deployment audits (third party)

● Transparency requirements (adverse incidents)

● Clear consumer facing labels 

● Privacy by default for children for their data, and no training, 

sharing or sale of their inputs.

● Clear liability on AI products for harms and injury.

● Robust enforcement to encourage compliance

● Private right of action for injury (enhanced damages)

● Age Assurance

17
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Unlocking Potential: 
Personalized Tutoring for Students and 

Efficiency for Teachers
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"The term ‘artificial intelligence’ means a 
machine-based system that can, for a 
given set of human-defined objectives, 
make predictions, recommendations or 
decisions influencing real or virtual 
environments."

NATIONAL ARTIFICIAL INTELLIGENCE ACT 
OF 2020

What is Artificial Intelligence (AI)?
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What is an AI chatbot?

An AI chatbot is a computer program that uses artificial intelligence, particularly 
Natural Language Processing (NLP) and Large Language Models (LLMs), to 
understand and generate human-like text or speech, simulating conversation to 
answer questions, perform tasks, and provide information or support across 
various platforms like websites, apps, and voice assistants.

Google. (2026). Gemini (Jan 9 version) [Large language model]. 
https://gemini.google.com/

https://gemini.google.com/
https://gemini.google.com/
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We see AI’s potential to enhance Hawai‘i’s classrooms
Artificial Intelligence is a machine-based system that can make predictions, 

recommendations, or decisions. We are focused on Generative AI-Large Language 
Models (LLMs) that simulate human conversation.

The Central Challenge: Our mission is to harness these academic benefits while 
minimizing the documented risks present in the broader digital landscape. 

For Our Teachers
Automating time-consuming tasks 
like lesson planning and grading, 
freeing them to focus on students.

For Our Students
Providing personalized, 24/7 tutoring 
tailored to individual learning styles 

and needs.
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Navigating the Risks of the Unfiltered 
Digital Landscape
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Open-market chatbots present unprecedented risks.
Unregulated Al can act as a digital predator.

Predatory Algorithms & Grooming: 
Platforms like Character Al have been 
associated with generating inappropriate 
sexualized content.

Encouraging Self-Harm: Reports detail 
bots from apps like Grok engaging in 
"suicide coaching" and bypassing basic 
safety guardrails.

Bypassing Safeguards: These 
platforms often lack meaningful age 
assurance, exposing vulnerable students 
to harmful interactions.

The open internet is an unfiltered world for our youth
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As parent testimonies make clear, unregulated Al
exploits the dopamine loops in the adolescent brain.

The Dopamine Looр
Adolescents are more susceptible to Al's feedback mechanisms, 
which can foster emotional dependence, social isolation, and even 
"Al psychosis."

Assenting Bias
A dangerous flaw where artificial intelligence models or digital 
algorithms prioritize "people-pleasing" and agreement over 
accuracy and truth.

Adolescent brains are uniquely vulnerable to AI 
manipulation
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HIDOE’s Strategy: 
Employee and Student Guidance, 
Walled Gardens and Mental Health 

Integration
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To effectively address the multifaceted aspects of AI implementation, we have fostered 
cross-office collaboration and leveraged expertise from across the Department. This 
collaborative approach has been instrumental in developing resources and guidance 
tailored to the unique needs of our schools.

Information on the AI website includes:

● Guidance for Staff and Students
● AI Readiness Toolkit for Administrators
● Professional Learning Opportunities
● AI Resources

How has the Department been supporting AI?

HIDOE AI website:
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai 

https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai
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To support the ethical and responsible use of AI 
in education, the Department has developed 
comprehensive guidance for staff and students, 
including memos and guidance.

Key Topics Covered in the Guidance:

● Responsible AI Use
● Ethical Use of AI
● Privacy and AI

Employee & student guidance
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The HIDOE AI Toolkit provides a practical, 
step-by-step framework for administrators to 
responsibly integrate AI into operations and 
curriculum.

The HIDOE AI Toolkit aligns technological 
efficiency with the 2023-2029 Strategic Plan 
and the values of the Nā Hopena A‘o (HĀ) 
framework.

Administrator’s toolkit

HIDOE AI Toolkit link:
https://docs.google.com/document/d/1fv270lzV8d358r8K17rlo
ChEUvZ_uMVYkaf21y1-X58/template/preview 

https://docs.google.com/document/d/1fv270lzV8d358r8K17rloChEUvZ_uMVYkaf21y1-X58/template/preview
https://docs.google.com/document/d/1fv270lzV8d358r8K17rloChEUvZ_uMVYkaf21y1-X58/template/preview
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Data Protection Policy
All Al-driven data collection strictly adheres to HIDOE’s existing data 
protection regulations.

Controlling Third-Party Access
● Third-party applications are restricted by requiring schools to 

follow HIDOE purchasing guidelines and Data sharing agreements
● Unauthorized Al tools are identified and prohibited from use in our 

classrooms and on our networks

Upholding Parental Rights
Parents are always informed of data collection initiatives and must 
provide consent.

We enforce strict data privacy and governance
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We are committed to supporting 
emerging technologies responsibly. 

Our commitment: Advancing with technology, 
grounded in safety

Kapunahala Elementary

Kealakehe High

Future Forecast:

We will continue to update our 
guidance, our approved toolsets, and 
our safety guardrails as this technology 
evolves.  

14
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These are not ‘soulmates’ or ‘friends.’ They are tutors and teaching 
assistants with transparency built-in.

Our approach: A protected ‘walled garden’ for learning

We do not allow students to roam freely on companion bots. HIDOE utilizes 
education-specific chatbots with built-in safety guardrails and 

teacher-monitored interactions.
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SchoolAI

A transparent space where 
teachers can monitor all student 

interactions with the Al in 
real-time.

Khanmigo 
(by Khan Academy) 

Designed as a "Socratic tutor." 
It never gives the answer directly 

and critically lacks social 
companion features.

Magic School 
(Pilot Program) 

Demonstrates our commitment 
and scale. Currently in pilot with 
over 1,000 staff and 7,000 K-12 

students across the state.

Inside our garden: Vetted, education-focused AI tools
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Safety First: Prohibits content that depicts child exploitation, encourages self-harm, or 
promotes illegal acts.

Fact-Based Integrity: Restricts the spread of harmful misinformation, particularly 
regarding medical advice or public emergencies.

Respectful Interaction: Forbids hate speech, harassment, and the incitement of 
violence against individuals or groups.

Appropriate Boundaries: Limits sexually explicit content and prevents the generation 
of gratuitous violence or gore.

Responsible Innovation: Requires users to apply the tool ethically while Google works 
to minimize AI bias and inaccuracies.

Google. (n.d.). Gemini policy guidelines. https://gemini.google/policy-guidelines/

Google Gemini for employees
A core Google service

https://gemini.google/policy-guidelines/
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Addressing Harmful Chatbot 
Interactions
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Here to Help
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20Video: https://drive.google.com/file/d/1nESEA3ErkvmxYji4ztB1ph3V1EEad1vL/

https://docs.google.com/file/d/1nESEA3ErkvmxYji4ztB1ph3V1EEad1vL/preview
https://drive.google.com/file/d/1nESEA3ErkvmxYji4ztB1ph3V1EEad1vL/
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 Department staff certified to HELP:
Honor connectedness
Engage in open conversations
Learn needs, and 
Provide mental health resources

students 
received school-based 
mental health services 

in School Year 
2024-25 

student
has access to free 

short-term telehealth 
services 

2,107 14,000+ every

21
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Educational Value of AI and AI Chatbots



HAWAI‘I STATE
Department of Education

● Administrative Automation: Automates 
lesson planning, grading, and routine 
paperwork.

● More Instructional Time: Frees up 
teachers for direct student interaction and 
personalized support.

● Real-Time Monitoring: Enables instant 
oversight of student-bot interactions for 
immediate intervention.

Kailua Intermediate

Gov. Wallace Rider Farrington High

Value for employees

23
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Ka‘elepulu Elementary

‘Ewa Makai Middle

24

● 24/7 Personalized Tutoring: Tailored, 
on-demand support and feedback for 
students.

● Socratic Learning: Guiding students 
through inquiry-based problem-solving 
rather than providing answers.

● Essential AI Literacy: Teaching students to 
engage responsibly with emerging 
technologies across all subjects.

● Targeted Practice: Generating custom 
exercises to reinforce specific areas where 
students need growth.

Value for students
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Artificial Intelligence Website:
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai 

Artificial Intelligence Summit on Education:
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai-summit 

Hawaiʻi Computer Science PD Summit:
https://2026hawaiicspdsummit.sched.com/ 

Synchronous Professional Development:
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/pd 

Overview of AI in the HIDOE Asynchronous Course:
https://hawaiidoe.instructure.com/courses/5596 

ʻEnehana Monthly Digital Magazine:
https://sites.google.com/k12.hi.us/enehana/home 

Continued support

25

https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/ai-summit
https://2026hawaiicspdsummit.sched.com/
https://www.ocid-ddt.k12.hi.us/programs/technology-integration/pd
https://hawaiidoe.instructure.com/courses/5596
https://sites.google.com/k12.hi.us/enehana/home
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This presentation was created with the help of the AI 
tools Google Gemini Advanced and Notebook LM.

Mahalo

Google. (2026). Gemini Advanced [Large language model]. 
https://gemini.google/ Google. (2026). NotebookLM [AI research and 
writing assistant]. https://notebooklm.google/

https://gemini.google/
https://gemini.google/
https://notebooklm.google/


Protecting Keiki Online: 
The Department of the 
Attorney General’s Initiatives



First Wave:
Maximizing 
Engagement
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First Wave:
Maximizing 
Engagement

Second Wave :
Maximizing 
Attachment



National Initiatives







Executive 
Order 14365







Coordinated State AGs Efforts 



Coordinated State AGs Efforts 
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State-wide Initiatives



State legislation



Youth Engagement: Do The Write Thing
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Youth Engagement: Public Service 
Announcements
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Department of Attorney General 
Contact Information:
hawaiiag@hawaii.gov

mailto:hawaiiag@hawaii.gov
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