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In accordance with HRS section 93-16, this report may be viewed electronically at
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Chief Information Officer
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BACKGROUND

The State of Hawaii (State), Department of Attorney General (AG), Child Support
Enforcement Agency (CSEA) contracted Protech Solutions, Inc. (Protech) on October 2,
2023, to replatform the KEIKI System and provide ongoing operations support. Protech
has subcontracted One Advanced and DataHouse to perform specific project tasks related
to code migration, replatforming services, and testing. The agreement with DataHouse
was terminated in February 2025. The Department of AG contracted Accuity LLP (Accuity)
to provide Independent Verification and Validation (IV&V) services for the project.

Our initial assessment of project health was provided in the first Monthly IV&V Review
Report as of October 31, 2023. Monthly IV&V review reports will be issued through
February 2026 and build upon the initial report to continually update and evaluate project
progress and performance.

Our IV&V Assessment Areas include People, Process, and Technology. The IV&V
Dashboard and IV&V Summary provide a quick visual and narrative snapshot of both the
project status and project assessment as of September 30, 2025. Ratings are provided
monthly for each IV&V Assessment Area (refer to Appendix A: IV&YV Criticality and Severity
Ratings). The overall rating is assigned based on the criticality ratings of the IV&V
Assessment Categories and the severity ratings of the underlying observations.

PERSEVERANCE

“Perseverance is
the hard work you do

after you get tired of
doing the work you
already did."

- Newt Gingrich




PROJECT

ASSESSMENT

SUMMARY RATINGS

g
OVERALL RATING

Deficiencies were observed that
merit attention. Remediation or
risk mitigation should be
performed in a timely manner.

g

PEOPLE

PROCESS

TECHNOLOGY

CRITICALITY RATINGS

» @ < @

HIGH MEDIUM LOW N/A

IV&V OBSERVATIONS PROJECT BUDGET

$- $2 $4 $6

| INVOICED TOTAL
Only includes contracts. IV&V is unable to validate total budget.
* * Invoice for October is unavailable at the time of report generation

*

! PROJECT PROGRESS
(Percent of the weighted duration of total tasks)
0
PEOPLE PROCESS TECHNOLOGY
| | | | [ ]
cy *% %
1 10 1 18 82%
NEW OPEN CLOSED OPEN - ACTUAL ACTIVITY PROGRESS (based upon the 10/29/25 Project Schedule)
OBSERVATIONS | OBSERVATIONS OBSERVATIONS RECOMMENDATIONS, **% V&V is unable to validate the progress percentage of the schedule as it
THIS MONTH TOTAL THIS MONTH TOTAL does notinclude all project activities.

KEY PROGRESS & RISKS

Key Progress:

* Projectoverallis at 82% complete, batch testing is 93% complete, and system installation phase is at 88%. .

e Acceptance Testing phase is at 74% and Acceptance Test execution is at 54%. CSEA successfully tested and passed 749 test scripts.
* 52 defects have been corrected and returned for UAT validation.

¢ Alltest scripts comments were accepted as resolved by CSEA.

¢ Printing to PNC31001/PNC31003 was successful (outstanding SIT activity).

e FTP/Interface testing was completed.

e 19 batch jobs were successfully tested (outstanding SIT activity).

Key Risks:

* System Integration Testing is still ongoing at 93% completion.

¢ Batch testing is still ongoing.

* Deliverable #9, the Disaster Recovery Plan due in October is outstanding.

* Deliverable #14, the Implementation Plan due in October is outstanding.

¢ SIT performance defects are dependent on IBM’s successful testing and confirming that the method is acceptable in mid-December.

PROJECT SCHEDULE — Current Progress

(See next page forthe current agreement and schedule history)

: As of month
Assessment & Planning end . ACTUAL .
DELAYED

Program Development & Testing

System Installation

Implementatis])] O—March 3, 2026 GO-LIVE

0CT 2023 JAN 2024 JULY 2024 JAN 2025 JULY 2025 JAN 2026 JULY 2026



KROM PROJECT SCHEDULE HISTORY

PROJECT SCHEDULE - Approved January 8, 2024, Deliverable 2

v Jocr202z  [1an2024 |suLy 2024 | 1AN 2025 [3uLy 2025 |1AN 2026 uiy 2026 |
. . . As of month
A historical pers pectlve J— ‘ end Accepted 1/8/24
of the three project
. Development & Testi
timelines for the KROM peen .
project post kick-off. Syste Installaion
Implementation |
1. Project schedule *Sept 22, 2025, G"‘”"Eo Post Implementation & Warranty

as of DDI Project !
Management Plan,
Deliverable 2
approval on

January 8, 2024. PROJECT SCHEDULE — Revised April 10, 2025, Signed Agreement

As of month
end . Revised 4/10/25

2. Project schedule
based on the
April 10, 2025,
no-cost change *Oct 26, 2025, Go-Live
request.

3. Project schedule
based upon the
August 29, 2025, PROJECT SCHEDULE - Revised August 29, 2025, Change Request PCR-8
change request

PCR-8. As of month
Assessment & Planning end . Rebaselined 8/29/25

v Program Development & Testing

System Installation

Implementation *March 3, 2026, Go-Live

@ Post Implsmentation & Warranty|




AUG SEPT  OCT IV&V ASSESSMENT V&V SUMMARY

AREA
Overall Project Schedule:

As of the October 29, 2025, schedule report, the KROM project is 82% complete with system installation
phase is at 93% completion. User Acceptance Testing (UAT) in week 11 out of 20 weeks, with a 54%
acceptance test execution based on time lapsed.

It is noted that UAT progress in the Project Schedule is currently measured by time-based metrics, which may
not accurately reflect actual testing outcomes. Additionally, the post-Go-Live monitoring period (March 4-18,
2026) has been moved from the Implementation Phase to the Post-Implementation Phase. This adjustment
simplifies the exit from Implementation by reducing activities in that phase. The two-week monitoring period
prior to the warranty commencement remains in place but will now be tracked under Post-Implementation.

Deliverable #9 - the Disaster Recovery Plan. Deliverable 9 is currently at 88% complete. Disaster Recovery
(DR) testing is underway, with replication of key servers progressing. Production environment builds were
completed early, recovering schedule variance. It was scheduled to be completed in October and remains
outstanding.

Deliverable #14 - the Implementation Plan. This deliverable outlines the activities necessary to be
performed before Go-Live, the implementation phase exit criteria, Go-Live schedule, stakeholder
communication, contingency plans, cutover process, defining the command center, go/no-go process, and
decommissioning the test and legacy environment. CSEA and ProTech are currently reviewing CSEA’s
comments. Deliverable 14 is 84% complete and was expected to be completed in October and is outstanding.

Additionally, Deliverable #12 - the Knowledge Transfer plan is dependent on the completion of the
Implementation Plan. The DED was due in October and remains outstanding.

Batch testing has been reported at 93% complete, following the successful testing of 19 batch jobs. Based
upon the October 29, 2025 weekly report, there is a schedule variance that could impact the go-live date.
Currently, the go-live date remains on March 3, 2026.

Project Costs:

As of the date of this report, the October invoice has not been received, therefore, updated project costs
could not be verified.
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Overall Quality:
cont. As of the last weekly status meeting on October 29t, there are 22 open non-critical SIT defects and 90 UAT

defects were added with varying severity levels. The total number of test scripts decreased to 1,611 this
month as duplicate scripts are removed. The number is expected to increase as additional SIT defects are
resolved and new scripts are developed during UAT progresses.

A new observation was opened this month regarding the UAT Validation Process. The current approach was
reviewed and recommendations were provided on how to strengthen traceability, enhance coordination and
communication, and improve quality by ensuring that configurations and test results are mutually vetted.

Project Success:

The system installation phase is currently at 88%, and batch testing has reached 93% completion. UAT is
recorded at 54% complete. CSEA has made significant progress in UAT this month, with 749 test scripts
successfully tested and passed, compared to 128 in the previous month. All test script comments have been
accepted by CSEA, and this task is now closed.

52 defects have been corrected by ProTech and returned to CSEA for UAT validation. 19 of the untested batch
jobs were successfully tested. This is one of the outstanding SIT activities included in the MOU.

The project is currently rated reflecting increasing risk due to unresolved System Integration Testing
(SIT) defects, untested batch jobs, and ongoing User Acceptance Testing (UAT). Next month's report will be
important as 75% of UAT will have completed. To ensure visibility and accountability, all remaining tasks,
critical issues, and activities should be clearly identified with due dates and related contingencies (as
applicable), and scheduled within the remaining UAT period.
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A

e e Peo p|e In October CSEA and Protech continued with through the Implementation phase while closing remaining SIT
Team activities. Both teams had to pivot between SIT and UAT tasks and manage other project-related issues as they
Stake'holders g  arose. This required flexibility and strong coordination across teams to maintain progress on deliverables.

Culture Alongside the regular meeting cadence, additional meetings were scheduled at CSEA’s request to address
critical issues impacting timelines and quality. The increased collaboration reflects the teams’ commitment to
resolving challenges quickly and sustaining momentum toward project milestones.

Team:

CSEA’s project team continued with UAT execution, reporting, triaging, and retesting resolved defects. Based
upon CSEA’s test scripts tracking spreadsheet, the total test scripts passed increased significantly to 749 (up
from 128 in September). Approximately 50% of the test scripts have been tested. This shows the level of effort
and progress the team has made this month. The level of UAT progress is close to the expected level of
progress at this point in UAT. The total test scripts is 1,611 a slight decrease from 1,777 in September. As the
teams continue to test, refinements are made, duplicate test scripts are removed, and new scripts are added as
needed. With SIT defects still open, more test scripts are expected to be added. The total number of test scripts
is also important to monitor as it is used to understand the amount of remaining work.

Protech continued working on defect resolution, addressing critical issues, and working on deliverables. They
has been responsive and have modified their weekly status reports to include updates on the remaining MOU
activities, thereby addressing concerns about visibility and tracking. As a result, recommendation
2025.091.001.R1 has been addressed and closed. Moreover, they continue to lead managing the project
schedule and providing updates on project status.

Stakeholders:

Two external dependencies that emerged and become issues are: an important solution to address SIT
performance defects for the large financial month-end jobs relies on a five-thread parallel process solution. IBM
is currently testing this solution and has given a due date of mid-December to provide feedback. If there are
delays, or this threading solution is not feasible, there will be approximately two weeks left in UAT to test or
find other options.

Secondly, Precisely is a software vendor that is used to validate, standardize, correct and cleanse addresses
using global postal standards. An issue was identified whereby Precisely’s software misclassifies addresses with
“BOX " as PO Boxes unless entered on a single line. Discussions to resolve this issue with Precisely has stalled
prompting the team to coordinate a mitigation strategy to resolve.
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OCTOBER 2025 - KROM PROJECT

IV&V SUMMARY

People

Team,
Stakeholders, &
Culture Cont.

Culture:

The project team members continue to collaborate, communicate, and meet to address and resolve issues.
The people dimension is trending up. This status reflects elevated concerns and risks associated with
other stakeholders and the potential to impact testing and affect the project. Both CSEA and Protech are
firmly committed to work together to address and resolve any issues.
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Process

Approach
& Execution

OCTOBER 2025 - KROM PROJECT

V&V SUMMARY

Process:

The project is currently in User Acceptance Testing (UAT) while also running in parallel with System
Integration Testing (SIT). The CSEA test team utilizes a centralized Excel-based test script log which includes a
dashboard tab that provides real-time visibility into test status and outcomes as team members input
updates. Defects are tracked on a separate Excel-based spreadsheet which is jointly maintained and updated
by CSEA and ProTech. The SIT and UAT totals are reported through ProTech’s weekly status reports, along with
tables of defects with varying testing statuses from ProTech’s repository and issue tracking system, Jira.

Approach:

As of the October 29, 2025 status report, 90 UAT defects and 22 SIT are open. 52 defects have been corrected
and returned to CSEA for testing. In September, a new observation was made regarding the project
management schedule reporting process. Certain critical activities such as the MOU and critical severity
defects were recommended to be added to the project schedule or related presented project documents in a
more clearly visible format for traceability and transparency purposes.

Execution:

Both CSEA and ProTech are actively maintaining and updating the defects Excel-based spreadsheet
independently. As ProTech reviews and processes defects, they update the status to “Ready to test.”
However, CSEA has interpreted this status to mean that the script is immediately available for testing. This
terminology has led to confusion, as “Ready to test” does not necessarily indicate that the script is
accessible—it may not be available until the next scheduled code release. Clarification is needed to identify
who is responsible for initiating the next step once the status is updated.

Regarding the recommendation to have more clearly visible tracking of important MOU and critical severity

defects in the project schedule or related presented project documents, ProTech has added the MOU to the
weekly status report. Each of the activities listed in the MOU are given weekly updates, providing visibility to
the project team and the opportunity for discussion as needed.

ProTech continues to lead daily defect triage meetings, maintain the JIRA defect log, and updates CSEA’s
defects log. These activities are tracked through updated RAID logs and weekly status reports, ensuring
transparency and accountability.

The risk rating for the process dimension is . This rating underscores the importance of the processes
that support SIT and UAT and that visibility and traceability remain a primary focus during this critical period.
Refer to Appendix C for additional comments and updates on Process Observations. 10
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Technology _ o
As of October 29, 2025, the overall status of technical activity milestones were reported as follows:
System, Data, &
Security Technical Activity / Milestone  Start Date Baseline Finish Current Finish % Complete **Variance Dependency Impact
(Days)
System Installation Phase 212612024 12/5/2025 12/412025 93% -1 On critical path; supports DR
readiness and Go-Live prep.
Program Development & Testing  11/9/2023  2/26/2026 2/26/2026 89% 0 Feeds Acceptance Test and
Phase Implementation; near completion.
Acceptance Test (Phase) 3/26/2024  2/26/2026 2/26/2026 74% 0 Main test window for UAT readiness;
linked to D-13 results report.
Acceptance Test Execution 8/18/2025 1/29/2026 1/29/2026 54% 0 Dependent on batch test completion;
impacts acceptance summary timeline.
Implementation Phase 12/16/2024  3/18/2026 3/3/2026 37% -15 Successor to Implementation Plan
approval; prerequisite to Go-Live.
Implementation Planning (D-14)  8/18/2025  10/14/2025 11/12/2025 85% 29 Pending CSEA approval; gating for
Implementation Tasks start.
Training 712172025  2/11/2026 2/11/2026 27% 0 Dependent on documentation and
system readiness for training delivery.
Documentation Revisions 12/16/2024  12/16/2025 12/16/2025 31% 0 Progress slow; affects training and
user readiness sequence.
Batch Testing (KMS: Batch Test ~ 5/1/2025 10/7/2025 11/13/2025 0% 37 5-week slip; affects Acceptance Test
Complete) and D-13 timeline.
Disaster Recovery Plan Approval 4/17/2024 10/8/2025 11/12/2025 88% 35 Delayed to align with DR testing
(D-9) execution and signoff process.
**Minus means days ahead of schedule

System:

Batch performance testing (overall) is still in progress and last reported in September at 93% completion. DDI is
holding internal discussions on batch performance and plans to revise the completion plan based on those
outcomes. CSEA is being updated three times per week in dedicated batch performance meetings.

Windows printing functionality was reported complete as of October 29th and is ready for migration to UAT.

11
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AREA

Technology
System, Data, &
Security Cont.

System cont.

UAT script execution officially began on August 18th, and according to the KEIKI project schedule and Weekly
status report, execution activities continued across all UAT groups (Establishment, Locate/Interfaces,
Financials, Assistance/Reporting), each showing 57% progress within their respective testing areas. This is up
from 29% reported in September.

In the October 29th status report the following defects were reported,

SIT UAT Total
Functional defects 5 90 95
Performance defects 17 0 17

Of these, 52 have been corrected and returned for UAT validation, and 9 are ready for UAT deployment in the
next build. 12 defects were closed in this reporting period 10/23-10/29/25.

The Precisely PO Box issue is still under review, pending CSEA's dispute on Precisely's latest response
regarding how box entries are handled in Code 1 Plus.

Build 41 is now the operational baseline delivered in October v1.0.0.38.3 (SIT) and V1.0.0.38.7 (UAT). This
code drop included print and FTP fixes.

FTP/Interface testing completed successfully with ongoing validation using HOSTG FTP and no issues.

Although batch testing continues to be delayed, the overall project schedule and Go-Live date currently
remain unaffected.

Data: October updates-

* Data Extracts and Validation:
The next round of data extracts is scheduled for November 12, 2025. All previous validations, including
NSD.DHS.OBLIGAT and NSD.DHS.DISBURSE remains closed with no new issues. FTP cataloging and SFTP
transfers continue to operate successfully without errors, and all extract activities remain stable under the
Hybrid Data Extract Approach approved in Change Request #6 (Aug 29, 2025).

12



AUG SEPT  OCT IV&V ASSESSMENT IV&V SUMMARY
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Tech no |Ogy Data cont.
System, Data, & ¢ Mainframe Data Exchange and CyberFusion:
Security Cont. The mainframe-to-SFTP transmission process progressed notably in October. The HOSTG-to-HOSTF

connectivity issue was resolved, and all transfers now run exclusively through HOSTG. FTP transmission
tests between HOSTG and the KROM UAT server were successfully completed, validating both the “get” and
“put” JCL functions for reliable data exchange.

The final prerequisite for full end-to-end testing is FTP1 setup, which will enable file transfers to DHS via
CyberFusion. Once configured, Protech and CSEA will perform a single-job validation test. SFTP continues to
transmit in binary mode, ensuring data integrity without LF=> CRLF conversions. The OCSS CyberFusion
transmission is pending only DHS server access setup, with no other technical blockers remaining

* Data Performance and Replication:

TestSystDBO1 replication remains in progress and is now targeted for completion by November 7, 2025
(revised from November 4). Performance validation of batch jobs using threaded execution continues, with
Protech and IBM meeting three times weekly to review outcomes. No new defects related to replication or
job performance were reported in October. Existing performance items (KROM-4477, KROM-4476, KROM-
4430, KROM-4404) remain active in testing or queued for resolution.

* Data Readiness and Ongoing Tasks:

Testing of untested batch jobs began on October 22, 2025, with 19 completed and 1 failed as of Oct.29th.
The Daily Task Process automation remains in progress, targeting completion by November 12, 2025.

CSEA provided updated documentation, which Protech reviewed, A meeting was scheduled on November
4, 2025, to finalize PowerShell macro conversion requirements.

Security:

Project security remains stable and on schedule. Active Directory authentication integration and Nessus
vulnerability remediation are in progress, with completion targeted for November 12, 2025. Disaster Recovery
testing has begun, and no new security or compliance issues were reported. Existing controls, including PDF
security and 508 compliance, remain effective.

The technical status remains pending completion of database replication (target November 7, 2025),
Active Directory authentication (target November 12, 2025), and DR testing, along with closure of remaining
high-priority defects before confirming full system readiness.

13
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People

Process

Technology

oBserVATION # 2025.10.001 TvPE: PRELIMINARY severiTy: N/A

TITLE: UAT Validation Process Lacks Transparent Acceptance Traceability

Observation: IV&V observes that UAT validation lacks transparent acceptance mechanisms between DDI
(Protech) and CSEA, resulting in discrepancies between technical resolution status and State acceptance. For
example, in the Precisely PO Box issue, Protech presented Precisely's solution in a way that could be perceived
as a resolution; however, the October 29, 2025, Weekly Status Report shows that CSEA disputes Precisely’s
explanation, indicating the issue remains open pending further validation. Similar patterns occur in Batch
Performance Testing and Mainframe File Transmission, where Protech reports technical progress or completion,
but there does not appear to have corresponding CSEA concurrence on the record. These examples reveal a
recurring pattern in which defect resolution is conveyed unilaterally by DDI without any published State
acceptance, weakening traceability and confidence in reported UAT completion rates (currently 57% across
testing groups).

Industry Standards and Best Practices: PMBOK 7 — Process Groups: Monitoring & Controlling / Validate Scope,
which requires formal customer acceptance of completed deliverables.

IEEE 829/ ISO/IEC/IEEE 29119-3 — Test Documentation Standard, mandating traceability between test cases,
results, and acceptance evidence.

CMMI-DEV v2.0 — Verification and Validation (VER/VAL), emphasizing independent confirmation that work
products satisfy intended use and stakeholder expectations.

ITIL v4 — Change Enablement and Release Management, promoting structured approval and verification steps
before release or closure.

Analysis: The absence of a joint validation and acceptance process during UAT creates a gap between technical
resolution and verified user acceptance. This limits transparency in defect management and undermines the
credibility of UAT progress metrics. Without visible confirmation of mutually agreed closure, DDI’s internal
status reports may be perceived as overstating testing completion, while CSEA’s position may reflect continued
functional or data concerns.

IV&V analysis reveals that this divergence stems from inconsistent published documentation of configuration
control, fragmented communication across triage and issue logs, and the lack of a unified traceability matrix
linking resolved defects to CSEA-validated test evidence. As a result, the project may risk rework during
Acceptance Testing and potential disputes over readiness for Deliverable D-13 (System Acceptance Test Results).
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People

Process

oBSERVATION #: 2025.10.001 Tvre: PRELIMINARY SEVerITY: N/A

TITLE:UAT Validation Process Lacks Transparent Acceptance Traceability (continued)

Recommendation(s): To mitigate these risks the following are recommended:

IV&V recommends establishing a formal, joint acceptance validation protocol for all UAT and technical
defect closures. Each issue should require CSEA acknowledgment of successful validation, supported by
test evidence (screenshots, reports, or log extracts), before being marked “Closed.” DDl and CSEA should
implement a shared UAT Defect Traceability Matrix or tool enhancement that includes fields for
Resolution Date, Validation Evidence, and State Acceptance Signoff. Protech should also align all build
deployments (e.g., Build 41, Windows Printing) with configuration control documentation confirming
CSEA validation prior to UAT migration. This ensures that all technical fixes are traceable, mutually
validated, and defensible during final acceptance.

Traceability is a foundational control mechanism in code-based delivery projects that ensures every
requirement, design element, and code change can be linked directly to its corresponding test case,
validation evidence, and approval. In a complex system modernization effort, such as the KEIKI
replatforming project, where multiple development streams, integrations, and data conversions occur
concurrently, traceability provides the factual chain of custody between what was required, what was
built, and what was validated.

Maintaining end-to-end traceability enables project teams to:

Verify that each business and technical requirement has been implemented correctly and completely.
Identify the precise source and impact of defects, changes, or regressions.

Ensure that testing coverage aligns with system functionality and risk areas.

Demonstrate compliance with contractual deliverables and regulatory or audit requirements.

For projects requiring high-quality outcomes and operational reliability, traceability transforms issue
management and testing from a reactive process into a verifiable quality assurance framework. It allows
Independent Verification and Validation (IV&V) and State stakeholders to confirm that every delivered
code component is accountable, validated, and accepted with evidence, thereby minimizing rework,
ensuring transparency, and substantiating readiness for production deployment.
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RISK
An event that has not
happened yet.

ISSUE

An event thatis already
occurring or has already
happened.

D
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Appendix A: IV&V Criticality and Severity Ratings

IV&V CRITICALITY AND SEVERITY RATINGS

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation
is required. Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area. Severity ratings are assigned to

each risk or issue identified.

Criticality Rating

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V

Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to

implement remediation or risk mitigation strategies. Arrows indicate trends in the project assessment from the prior report and take into

consideration areas of increasing risk and approaching timeline. Up arrows indicate adequate improvements or progress made. Down
arrows indicate a decline, inadequate progress, orincomplete resolution of previously identified observations. No arrow indicates there
was neither improving nor declining progress from the prior report.

OBV
- M NT

A RED, high criticality rating is assigned when significant
severe deficiencies were observed, and immediate
remediation or risk mitigation is required.

A , medium criticality rating is assigned when
deficiencies were observed that merit attention.
Remediation or risk mitigation should be performed in a
timely manner.

A GREEN, low criticality rating is assigned when the
activity is on track and minimal deficiencies were
observed. Some oversight may be needed to ensure the
risk stays low and the activity remains on track.

A rating is assigned when the category being
assessed has incomplete information available for a
conclusive observation and recommendation or is not
applicable at the time of the IV&V review.

Appendix
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TERMS

POSITIVE

Celebrates high
performance or project
successes.

PRELIMINARY
CONCERN

Potential risk requiring
further analysis.

ACCUIT

D

Y

Severity Rating

Once risks are identified and characterized, Accuity will
examine project conditions to determine the probability of the
risk being identified and the impact to the project, if the risk is
realized. We know that a risk is in the future, so we must
provide the probability and impact to determine if the risk has
a Risk Severity, such as Severity 1 (High), Severity 2
(Moderate), or Severity 3 (Low).

While a risk is an event that has not happened yet, an issue is
something that is already occurring or has already happened.
Accuity will examine project conditions and business impact to
determine if the issue has an Issue Severity, such as Severity 1
(High/Critical Impact/System Down), Severity 2 (Moderate/
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/
Informational).

Observations that are positive, preliminary concerns, or
opportunities are not assigned a severity rating.

SEVERITY 1: High/Critical level

Moderate level

SEVERITY 3: Low level

Appendix
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Appendix B: Industry Standards and Best Practices

ADA Americans with Disabilities Act

ADKAR® Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement

BABOK® v3 Business Analyst Body of Knowledge

CMMI-DEV v2.0 CCMI ® - Integrated performance solution framework

DAMA-DMBOK® v2 DAMA International’s Guide to the Data Management Body of Knowledge

PMBOK® v7 Project Management Institute (PMI) Project Management Body of Knowledge

SPM PMI The Standard for Project Management

PROSCI ADKAR® Leading organization providing research, methodology, and tools on change management practices

SWEBOK v3 Guide to the Software Engineering Body of Knowledge

IEEE 828-2012 Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in Systems and Software
Engineering

IEEE 929-2012 Institute of Electrical and Electronics Engineers (IEEE) Standard for Software and System Test Documentation

IEEE 1062-2015 IEEE Recommended Practice for Software Acquisition

IEEE 1012-2016 IEEE Standard for System, Software, and Hardware Verification and Validation

IEEE 730-2014 IEEE Standard for Software Quality Assurance Processes

1SO 9001:2015 International Organization for Standardization (ISO) Quality Management Systems — Requirements

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering — Systems and Software Quality

ISO/IEC 25010:2011 . . .
Requirements and Evaluation (SQuaRE) — System and Software Quality Models

ISO/IEC 16085:2021 ISO/IEC Systems and Software Engineering — Life Cycle Processes — Risk Management

IEEE 16326-2019 ISO/IEC/IEEE International Standard — Systems and Software Engineering — Life Cycle Processes — Project Management

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Life Cycle Processes — Requirements
Engineering

IEEE 29148-2018
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IEEE 15288-2023

IEEE 12207-2017

IEEE 24748-1-2018

IEEE 24748-2-2018

IEEE 24748-3-2020
IEEE 14764-2021
IEEE 15289-2019
IEEE 24765-2017

IEEE 26511-2018

IEEE 23026-2015

IEEE 29119-1-2021
IEEE 29119-2-2021
IEEE 29119-3-2021
IEEE 29119-4-2021

IEEE 1484.13.1-2012
ISO/IEC TR 20000-11:2021

ISO/IEC 27002:2022
ITILv4

ISO/IEC/IEEE International Standard — Systems and Software Engineering — System Life Cycle Processes

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Software Life Cycle Processes

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Life Cycle Management — Part 1: Guidelines for Life
Cycle Management

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Life Cycle Management — Part 2: Guidelines for the
Application of ISO/IEC/IEEE 15288 (System Life Cycle Processes)

IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering — Life Cycle Management — Part 3:
Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes)

ISO/IEC/IEEE International Standard for Software Engineering — Software Life Cycle Processes — Maintenance

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Content of Life Cycle Information Items
(Documentation)

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Vocabulary

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Requirements for Managers of Information for
Users of Systems, Software, and Services

ISO/IEC/IEEE International Standard — Systems and Software Engineering — Engineering and Management of Websites for
Systems, Software, and Services Information

ISO/IEC/IEEE International Standard — Software and Systems Engineering — Software Testing — Part 1: Concepts and Definitions
ISO/IEC/IEEE International Standard — Software and Systems Engineering — Software Testing — Part 2: Test Processes
ISO/IEC/IEEE International Standard — Software and Systems Engineering — Software Testing — Part 3: Test Documentation
ISO/IEC/IEEE International Standard — Software and Systems Engineering — Software Testing — Part 4: Test Techniques

IEEE Standard for Learning Technology — Conceptual Model for Resource Aggregation for Learning, Education, and Training

ISO/IEC Information Technology — Service Management — Part 11: Guidance on the Relationship Between ISO/IEC 20000-
1:2011 and Service Management Frameworks: ITIL®

Information Technology — Security Techniques — Code of Practice for Information Security Controls

PeopleCert- ITIL ® Foundation — IT governance and service management
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STANDARD DESCRIPTION

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security Categorization of Federal Information and

FIPS 199 .
Information Systems
FIPS 200 FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems

National Institute of Standards and Technology (NIST) Security and Privacy Controls for Federal Information Systems and

NIST 800-53 Rev 5 L
Organizations

NIST Cybersecurity Framework

i NIST Framework for Improving Critical Infrastructure Cybersecurity

LSS Lean Six Sigma
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STATUS UPDATE

2025/10/31 2025.09.001.R1- ProTech has added the PCR-9's MOU to the Weekly Status
Report and is currently reporting status updates on them. Visibility has been improved.
This recommendation has been satisfied and closed.

2025.09.001.R2- No changes or additions have been made to the critical path. IV&V will
continue to monitor MOU activity progress and any effects on the critical path and the
project schedule.

2025.09.001.R3- There have been no apparent changes to the Project Schedule to add
defect numbers or other indicators for monitoring and traceability purposes.

2025.09.001.R4- There were no apparent changes to the defect reporting from ProTech
on the parent-child rollups defect counts. On the CSEA side, the decrease in reported
defects was confirmed that their process for reporting defects has been modified. CSEA
testers are reporting 'global defects' singularly. Once the defect has been resolved, all
affected test scripts are retested.

CLOSED DATE
2025/10/31 Closed 2025.09.001.R1

[CLOSURE REASON

ProTech has added PCR-9's MOU to the

Weekly Status report. This has

significantly improved visibility and

alignment across stakeholders.

2025/10/31: 2025.08.001.R1- SIT activities progress is being reported regularly.
Activities tied to PCR-9’s MOU are now reflected in weeKly status reports, improving
visibility and traceability. IV&V will continue to monitor until all SIT activities have been
resolved.

2025.08.001.R2- The remaining performance SIT defects have been assigned to IBM for
testing. Adding the MOU activities to the weekly status report has increased defect
tracking visibility. IV&V will continue to monitor defect management practices.
2025.08.001.R3- Because SIT is not yet complete, CSEA staff await updates and fixed
defects that are ready for testing. V&V will continue to monitor staffing and scheduling
progress.

2025.08.001.R4- There are no changes or updates for October. IV&V will continue to
monitor and defect

progress.

2025/09/30: 2025.08.001.R1, 2025.08.001.R3-Checkpoints and deadlines should be
updated in the project schedule. An observation was opened in September 2025 to
update the project schedule with MOU deadlines.

2025.08.001.R2-The defects tracker is being utilized to communicate priority to the DDI
team. Continuing to monitor effectiveness.

2025.08.001.R4-Currently, UAT follows preexisting activities. IV&V will continue to
monitor.

i CURRENT |INDUSTRY STANDARDS AND

T AREA N ID TYPE  [SEVERITY |[SEVERITY |C BEST PRACTICES [ANALYSIS RE! \TIONS STATUS

Process. 2025.09.001 |Risk N/A Moderate |Project Management Schedule Reporting: Currently the PMBOK® 7th Edition Section | Tracking of important dates and deadlines should be (2025.09.001.R1) Add PCR-9's MOU activities to the Project
project is in the User Acceptance Testing (UAT) phase. A |2.4.7 states changes should  |centralized and reflected in the project schedule for Schedule or any of the presented project documents.

MOU was signed in August 29, 2025 outlining the remaining |follow a change control maintenance, tracking, and visibility purposes. These dates |Where feasible, activities may be aggregated and reported
System Integration Testing activities that are outstanding  |process, reprioritizing the  |and deadlines could be missed or issues remain unresolved. |as a percentage complete. Use clear, descriptive labels (i.e.
and expected completion dates. In addition, other issues  |backlog, or rebaselining the SIT defect, MOU 2.2, etc. ) to ensure easy identification and
such as critical severity defects have been identified and  |project. traceability.
must be resolved prior to go-live. These SIT activities and
defects are not clearly visible in the project schedule. Section 2.4.9 Alignment sates (2025.09.001.R2)The MOU specifies activities that are due
that there should be an by December 18th, confirm if any of the activities are on the
integrated project critical path especially since UAT ends on January 2, 2026.
management plan. Update the Project Schedule, as necessary.
(2025.09.001.R3)Add critical defects and related timelines.
to the Project Schedule or related presented project
documents. Include the defect number for tracking
purposes. And include any staff or team members that are
assigned to the defects or activities.
(2025.09.001.R4) For UAT defects, enhance JIRA reporting to
include parent-child rollups defect counts (to show root
cause across multiple test scripts). Also add if currently
and feasible, date or time,
defect discovery date, and linkage to schedule impacts for
critical severity, highest priority, “show-stopper” defects.
Add or include this JIRA report to any of the regularly
presented project documents as part of the defect
management process.

Process, 2025.08.001 |Risk d. Phase Gating: System Installation Testing | SWEBOK v3.0 Chapter 5 Initiating UAT while system testing is still underway 2025.08.001.R1-As deadlines have been assigned, ensure  |Open
(SIT) should be completed with no open defects priorto  |recommends that System introduces risk. Although ProTech has assured CSEA that  |that there are defined plans and set up checkpoints to
entering UAT. PCR-9 allows for the project to enter the testing is performed before  [there would be no conflicts with UAT, higher priority or  |ensure the assignees have a road map and progress can be

Phase prior to SIT actvities testing to ensure [severity defects may be uncovered during UAT that may  |monitored.
including unresolved defects and untested batch jobs. that the system meets its interfere with completing the SIT defects on schedule. This |2025.08.001 R2- Track defects rigorously, prioritizing
specified requirements. dual focus strains resources, as teams are forced to juggle |resolution to stabilize the system as quickly as possible
ISO/IEC 27001 Annex A.14.2.9 [defect resolution and UAT execution simultaneously and it [2025.08.001 R3- Adjust the UAT schedule and staffing to
states that System acceptance |may result in the inefficient use of personnel and delays.  |ensure resources are deployed effectively once the system
testing procedures must be is ready.
completed and reviewed to 2025.08.001.R4-Prepare test teams with updated
ensure all functional and documentation, defect status reports, and contingency
security requirements are met plans to resume UAT efficiently once the system testing is
before user acceptance tests complete.
are conducted.
Process. 2024.12.003 |Risk d. Non-critical tasks are being tracked alongside critical ones, |SPM (The Standard for Project [Tracking non-critical tasks alongside critical ones is straining|(2024.12.004.R1) Focus on critical path tasks, prioritize Open

diluting focus and potentially straining resources. Financial
Test Deck (FTD) testing is blocked by unresolved defects,
stalling progress on 92% of pending cases.

Management) defines
prioritization as essential for
maintaining project alignment
with strategic objectives.

resources and delaying progress on essential activities like
Financial Test Deck (FTD) testing, which is stalled by
unresolved defects impacting 92% of cases. Refocusing on
critical path tasks and resolving key defects, as emphasized
by SPM, will prevent cascading delays and enable progress
in blocked testing areas.

defect resolution in FTD and interface batch jobs, and
deprioritize non-critical deliverables. Prioritizing critical
deliverables ensures that delays do not propagate through
the project timeline and unlocks progress for blocked
testing activities.

2025/10/31: System Testing is still ongoing. Although the remaining SIT activities are
being tracked, and there has been batch job testing progress, it appears that a variance
on the critical path has been noted. The resolution for performance-based SIT defects is
still under review and testing. This testing is expected to be completed in mid-
December.

2025/09/30: According to the September 24, 2025 KEIKI Critical Path report, System
Testing and in particular SIT testing is on the critical path and completion has been
delayed. With the PCR-9's MOU the deadlines have been extended. The
recommendation is still applicable. A solution to address the performance based SIT
defects is currently being reviewed. IV&V will continue to monitor progress.

2025/08/30: In August, the project entered UAT, prompting a shift in defect handling.
CSEA began maintaining test scripts and outcomes in a simplified UAT tracker, with daily
debriefs guiding defect escalation. Once entered into the Defect Log, ProTech monitors
for new entries and creates corresponding JIRA records, which include severity tagging.
Although Financial Test Deck testing has been successfully completed, several non-
critical SIT defects remain open—including 16 related to performance. Addressing them
alongside the higher-severity UAT defects is essential to prevent delays that consumes
resources and could affect the critical path. IV&V will continue to monitor how ProTech
prioritizes and resolves both groups of defects to ensure alignment with critical path
objectives and strategic priorities.

2025/07/25: The defect classification process has been addressed and resolved. Despite
this accomplishment, the overall defect management process remains unchanged.
Because there have been no changes to this process and schedule delays continue to
increase, it is important to continue to monitor defect resolution activities to ensure that
progress continues. In addition, three more tickets were added for a total of 40 non-
critical defects (19 of these are performance related).
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T AREA

N ID

TYPE

|SEVERITY

CURRENT

|INDUSTRY STANDARDS AND
BEST PRACTICES

[ANALYSIS

RECC \TIONS

STATUS

STATUS UPDATE

Process

2024.12.003
(continued)

Risk

SEVERITY

2025/06/25: I June, ProTech reported the eight remaining critical tasks had been
resolved. Moreover, a different defect classification system was implemented that would
differentiate between severity and priority defects and activities. Upon further review,
four of the previously labeled critical defects had been reclassified to lower severity
ratings and remain open. The overall defect management process remains largely
unchanged: ProTech continues to escalate the highest-priority critical defects to IBM,
While also reviewing and addressing lower-level non-critical ones. The approach s based
upon the assumption that resolution of all defects is required to exit the SIT phase.

2025/05/30: In May, non-critical tasks continued to be tracked and documented in
weekly status reports, although no formal update was provided on their resolution.
These tasks remain open and should be aligned with the critical path to avoid
compounding downstream delays.

2025/04/30: Process and task tracking improved in April but key readiness items (Batch
Finalization, Pen Test, Compliance) are missing task details such as ownership or have
not been fully scheduled yet. A formal Project Change Request (PCR-3) was approved on
April 10th, extending SIT through April 30, 2025, and shifting the Go-Live date to October
26, 2025, with no cost impact. The targeted Go-Live date is currently November 11, 2025,
to align with a long weekend for operational considerations. With the change occurring
in mid-April the team continues actively planning toward UAT and scheduling alignments
will continue through May. IV&V will continue to monitor the scheduling activities and
strongly suggests a focused effort in task definitions and alignments to avoid schedule
compression with increased risk in execution of UAT and Go-Live.

2025/03/31: During March, Protech assumed full responsibility for test execution and
defect management, including taking over administration of the Jira defect tracking
system. This transition supports improved traceability between test case execution and
defect resolution. While the SIT dashboard continues to show script-level execution (106
of 119 scripts passed), IV&V is able confirm testing progress thru accessing of Jira
reports. Defects are categorized as to Critical, Major, Minor, and Normal. ProTech has
the ability to track and actively to work on critical and high priority defects. IV&V
observed that linkage between failed/pending tests and their corresponding defects is
still being validated under DDI’s new triage process. CSEA and IV&V are monitoring this
effort, and further improvements are expected as part of Protech’s Jira backlog
reconciliation. This item should remain open pending full integration and reporting
consistency across SIT, batch, and UAT tracking systems.

2025/02/28: I February 2025, Protech fully assumed testing responsibilities following
DataHouse’s withdrawal, with AWS and JIRA administration transitioning on February 26.
Batch job validation improved to 38%, but resource shortages continue to slow progress
in financial and Ul validation, impacting critical compliance tasks. Testing delays and data
extraction issues persist, requiring additional skilled resources and prioritization of
defect resolution to prevent further schedule slippage. The testing allocation and
transition plan is currently underway with Protech.

2025/01/31: The status update for January regarding Observation 2024.12.003

progress in ing process with a focus on

rkfl and refining procedur However, ining gaps
in execution and resource allocation necessitate continued oversight to ensure sustained
improvements and full alignment with project objectives.

CLOSED DATE

[CLOSURE REASON

Process

2024.12.005

Risk

Testing metrics from weekly reports show varying levels of
progress, with areas like enforcement batch validation at
only 21% coverage.

The risk log shows Issue #47: Data extraction delays
highlight the need for improved progress tracking and
reporting.

|EEE 1012-2016 recommends
verification and validation
checkpoints for effective
oversight.

Inconsistent progress metrics, such as only 21% coverage in
enforcement batch validation, indicate gaps in tracking and
reporting that hinder effective oversight. Implementing a
real-time dashboard, as recommended by IEEE 1012-2016,
will provide actionable insights to prioritize resources and
address delays efficiently.

(2024.12.06.R1) Establish Progress Monitoring and
Reporting: Implement a real-time dashboard to monitor test
execution rates, defect closure, and coverage metrics. This
provides actionable insights for targeting resources and
resolving delays more efficiently.

Open

2025/10/31: CSEA continues refining its UAT Test Scripts spreadsheet. A concern has
been raised that ProTech’s UAT progress is measured by elapsed time rather than the
percentage of test cases executed and passed. This misalignment may result in an
inaccurate view of UAT status.

2025/09/30: While a real-time KROM UAT Test Scripts Tracker has been implemented to
support visibility into test execution, it is important to note that the Defect Log is

parately. Although the provides useful insights maintaining
separate tools introduces potential redundancy and increased the risk of defects being
missed. IV&V will continue to monitor the effectiveness of this process and tools as it
supports accurate and timely defect management.

2025/08/30: To track the status of UAT test scripts, CSEA created a KROM UAT Test
Scripts Tracker in Excel. This tracker serves to document the results, the status, staff
assigned, and other relevant details. When a script 'fails', CSEA then transfers the
information to a Defect Log that ProTech monitors and manually updates. ProTech then
adds the information into Jira, which is their defect management system. IV&V will keep
this open to monitor how well this solution functions in practice.

2025/07/31: The weekly July 30th meeting was cancelled and as a result, testing and
project progress was based upon the July 23rd update. Jira's real-time dashboard
provides insight primarily into the defect tickets which increased in July to 40. IV&V
noted that there were declines in system integration testing and the overall system
installation phase. It is not clear based upon the status reports and accessing Jira's
system why the reversal in reporting progress. Further clarification and/or modifying the
current status reports may be needed so scheduling, resourcing, and level of effort

impact can be determined.
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Process

2024.12.005
(continued)

Risk

2025/06/30: A testing report was not included in the June 26, 2025 weekly status
meeting. It was unclear to CSEA as to the reclassification, reprioritization, and handling
of the remaining eight critical tickets. In a special meeting to review the eight critical Jira
tickets, ProTech reviewed the internal documentation in Jira, which included the work
performed, root cause analysis, screen shots of the results, and notes including the
updated ticket status. IV&V confirmed that two members of the CSEA leadership team
currently have access to Jira. However, due to ongoing testing delays and challenges,
IV&V will continue to monitor this recommendation of test execution reporting as it
supports overall testing progress.

2025/05/30: The weekly status reports and test status updates did not contain any
evidence of final clarification or ion of the di: ies in defect retest counts
across system testing. As such, there is no indication that these inconsistencies have
been fully addressed or resolved, meaning this observation must remain open for
continued monitoring and action.

2025/04/30: In April Protech (DDI) fully stood up and transitioned all testing activities
and ownership of the AWS environment for the KROM project. While the team is now
using a testing dashboard in Jira which is transparent, the Deliverable D-21 (System Test
Results Report) is at 25% completion and defect traceability and test closure are not
finalized.

2025/03/31: Throughout March, risk and issue tracking improved through targeted
updates in the IV&V reports and touchpoint confirmations; however, the RAID log
content was not consistently cited in weekly status reports. While IV&V validated the
active status of several key risks (e.g., Risk #89 related to data validation and Risk #112

test execution inuity), these risks were primarily referenced through
summary narratives, not as direct log item linkages. The most recent RAID log submitted
in March lists several active risks not fully integrated into status reports, suggesting this
observation should remain open until cross-referencing practices between RAID logs and
'weekly reporting are standardized.

2025/02/28: While testing reports did show improvement in February, IV&V will
continue to monitor the clarity of the weekly testing reports citing the transition of
testing responsibilities to Protech. In order to placemark test reporting progress and
clarity, the percentage of testing per testing stream is as of 02/19/2025:

- Financial Test Deck (FTD): 75% complete (18 scenarios passed, 6 active).

- System Integration Testing (SIT) Execution: 82% complete (78 out of 95 test scripts
executed).

- Batch Job Testing: 38% validated (improving from previous months, but still below
required levels).

- Refined Ul Testing: 90% complete (410 screens tested, 41 failed cases awaiting defect
resolution).

IV&V will continue to monitor test reporting clarity through the transition to Protech
testing oversight.

2025/01/31: Ongoing challenges related to resource constraints and finalizing validation
efforts require i itoring to ensure full i ion and long-t
stability.
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STATUS UPDATE

| CURRENT |INDUSTRY STANDARDS AND
TAREA  |NID TYPE  |SEVERITY [SEVERITY |c BEST PRACTICES ANALYSIS RECC TIONS STATUS
Process  |2024.12.006 |Risk d Some lower-priority testing, such as reporting PMBOK® v7 scope | Delays in non-critical tasks, such as reporting subsystem  |(2024.12.07.R1) Request Extension for Non-Critical Open

batch jobs, reflects 0% progress.

and schedule flexibility in
adaptive project
environments.

batch jobs with 0% progress, highlight the need to
reallocate resources to critical testing activities. By
deprioritizing these areas and requesting extensions, as
supported by PMBOK® v7, the project can focus on

timely ion of high-priority deliverabl
such as KMS Go Live.

Deliverables: Deprioritize non-critical testing areas and
request extensions for their delivery to reallocate focus to
critical testing. To ensure timely completion of high-priority
deliverables such as KMS Go Live.

2025/10/31: Several outstanding MOU activities and SIT defects were resolved in
October. Although SIT and UAT are running in parallel, progress has been made. IV&V
will continue to monitor to ensure that critical deliverables and outstanding SIT defects
and activities have been resolved.

2025/09/30: Currently SIT is running in parallel to UAT. Although SIT defects were given
specific deadlines, and UAT defects are prioritized and given a severity rating, lower
priority issues could be resolved first. For example, although resolving SIT defects were a
gating item, resources were used to address test script comments. Resolving outstanding
SIT defects will continue to be monitored.

2025/08/30: The project was rebaselined and the remaining non-critical SIT defects were
assigned due dates. The project initiated UAT. CSEA established a KROM UAT Test
Scripts dashboard and CSEA and ProTech are using a Defects Log to report and track
defects. The Defect Log includes a severity rating field. There are over 1400 test scripts
created to date, IV&V will continue to monitor the defects management process as it
expands to include UAT and how well the severity rating leads to results.

2025/07/31: CSEA has received an updated schedule from ProTech. However, IV&V has
not yet reviewed or verified the revised schedule to determine if the proposed timeline
adequately reflects the prioritization of critical testing activities o the inclusion of non-
critical testing activities and deliverables. IV&V will provide an update once the revised
schedule has been accepted (by CSEA), received and reviewed.

2025/06/30: The remaining open tickets have been reclassified with assigned levels (by
ProTech) for priority and criticality. Tickets requiring assistance from IBM are forwarded.
It appears that all of the remaining 37 open tickets are being actively worked upon as the
goal for ProTech is to have no open tickets to exit SIT. The recommendation is still
applicable and IV&V will continue to monitor the defects management process.

2025/05/30: May project updates did not provide explicit evidence of closure for lower-
priority testing tasks, such as reporting updates and document finalization. These
activities remain open and require focused attention to complete supporting
documentation.

2025/04/30: The incomplete state ( 25%) of D-21 (System Testing Report) as of April 30
further supports keeping Observation 2024.12.006 open. The delays are not isolated to
minor reports, they affect key transition documentation necessary for testing and
cutover. This document is essential for closing out system testing, gating acceptance
testing start, and meeting stakeholder validation requirements.

2025/03/31: In March, the project team communicated and aligned on a revised Go-Live
date of November 11, 2025, extending the overall timeline to accommodate continued
validation activities, including batch outputs and reporting. While a formal extension
request specific to non-critical test items was not documented, the extended schedule
and associated updates reflect a de facto approval for additional testing time. This
schedule shift has enabled continued work on lower-priority validations, effectively
meeting the recommendation’s intent. This item may be considered for closure,

upon confirmation that ining report testing is included in the updated
cutover and UAT planning. Closure will also be contingent upon Protech completing the
activities in the transition SOW for CSEA to review and provide approval in order to
formalize the schedule.

2025/02/28: In February the testing teams have prioritized System Integration Testing
(SIT) and Financial Deck Testing (FTD) execution, delaying non-essential batch jobs to
mitigate schedule risks. A formal extension request is in discussion to defer lower
priority deliverables like reporting subsystem batch jobs, ensuring resource alignment
with critical milestones. IV&V will continue to monitor the outcome of the discussions.

2025/01/31: Continued progress in refining data management processes and enhancing
coordination among key stakeholders. However, persistent challenges in ensuring data
accuracy and resolving inconsistencies require further validation efforts and ongoing
oversight to achieve full resolution.

CLOSED DATE

[CLOSURE REASON
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STATUS UPDATE

| CURRENT |INDUSTRY STANDARDS AND
TAREA  |NID TYPE  |SEVERITY |[SEVERITY |c BEST PRACTICES ANALYSIS RE TIONS STATUS
Process  |2024.12.007 |Risk d Risks related to dependencies, resource availability, and  |1SO/IEC 16085:2021 highlights [The increasing trend in logged defects (480 as of December [(2024.12.08.R1) Further enhance the risk mitigation plan  |Open

stakeholder approvals are not explicitly mitigated in the
schedule. Weekly reports highlight an increasing trend in
defects, with 480 defects logged as of December 18, 2024.

risk management as a critical
process for life cycle projects.

18, 2024) and risks related to

and resource availability emphasize critical gaps in risk
the risk plan, as

recommended by ISO/IEC 16085:2021, will address

recurring issues in defect-prone areas like financials and

interfaces, reducing the likelihood of further delays.

targeting defect-prone areas such as financials and
enforcement systems, proactively reducing the likelihood of
additional delays caused by recurring issues.

2025/10/31: The multi-threading solution for performance-related SIT defects is under
review by IBM, with testing expected to conclude mid-December. However, with UAT
scheduled to end on January 2, 2026, there is concern that unresolved
dependencies—CSEA testing and resourcing—are not explicitly mitigated in the current
schedule. Contingency plans and interim deadlines do not appear to have been
established.

2025/09/30: The issue regarding unmitigated risks in the project schedule remains
ongoing. Risks related to resource avail and approvals
continue to lack strategies. 2024.12.08.R1 is still applicable.

2025/08/30: With the acceptance of Change Request PCR-7, the project schedule has
been rebaselined. Remaining SIT defects have been assigned due dates for completion. A
20-day float has been added to the schedule to mitigate schedule risk. Because of these
activities, risk has been downgraded to low, however, in light of an aggressive UAT
schedule, IV&V will keep this open and continue to monitor.

2025/07/31: There is currently an increased 80-day variance and the open defect tickets
have increased to 40. While ProTech has adequate of
defects/tickets, the current schedule does not sufficiently address risks related to

ies, resource availability, and approvals. The project is currently

undergoing rebaselining, and IV&V has not yet received, reviewed, or confirmed whether
the revised schedule includes a comprehensive risk mitigation strategy. IV&V will provide
an update once the revised schedule has been accepted (by CSEA), received and
reviewed.

2025/06/30: The project schedule has a 69-day variance and there are still 37 open
defect tickets remaining. Staff resourcing, ination, and approvals are
areas of high risk. The risk mitigation plan is not tightly integrated with a current or
realistic project schedule. IV&V will continue to monitor this observation.

2025/05/30: The weekly status and testing reports continue to document an upward
trend in total logged defects, reaching 480 as of late May. This reinforces ongoing risks
to schedule alignment and stakeholder confidence if defect closure efforts are not
prioritized.

2025/04/30: Compliance and Penetration Testing tasks, dependencies and resource
availability remain unassigned as of April 30.

2025/03/31: In March, risk awareness remained a core focus across IV&V and

reporting, with specific emphasis on transition readiness, batch data quality,
and cutover planning risks. Active risks such as Risk #89 (data extraction) and Risk #112
(testing transition) were tracked through status reports and IV&V analysis, and the
March RAID log reflected five open risks aligned with ongoing project concerns.
However, RAID log integration into weekly reports was still partial, with risk IDs not
consistently cited in narrative updates. As such, this observation should remain open,
pending full and consistent mapping of RAID risks into weekly reporting artifacts and
stakeholder communications.

2025/02/28: In February, risk management processes remain active, with ongoing
monitoring of resource allocation, batch job validation, and interface file resolution.
Several risks remain open, including data extraction delays, defect resolution issues, and
resource constraints. Additional verification and sustained monitoring are needed to
ensure risk mitigation strategies are fully implemented before closure.

2025/01/31: Risk mitigation efforts, including strengthened collaboration between teams|
to address system integration challenges and resolve key technical issues improved in
January. However, some ies remain |, additional
testing and validation to fully mitigate potential risks before implementation.

CLOSED DATE

[CLOSURE REASON
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| CURRENT |INDUSTRY STANDARDS AND
TAREA  |NID TYPE  |SEVERITY |[SEVERITY |c BEST PRACTICES ANALYSIS RECC TIONS STATUS
Process  |2023.10.002 |Risk  |Moder d Project i may impact effective |PMBOK® v7 emphasizes CSEA's KEIKI system currently relies on a legacy cyberfusion |REOPENED: 2023.10.002.R1 — Improve the project schedule |Reopened

project execution.

The review of prior findings confirms that several closed
issues correlate with ongoing challenges in data validation,
resource management, interface dependencies, and testing
progress. To ensure project success and minimize cutover
risks, reopening these findings and implementing corrective
actions are advised.

Dependencies such as task 593 for "KMS: Acceptance Test
Scripts Development Complete” remain unfulfilled. Weekly

resource optimization as part
of the "Resource
Management” domain.
Aligning resource capacity
with demand ensures timely
task completion.

Performance Domain:

maintaining active
engagement and

reports identify unr d data file and
incorrect file formats (e.g., GDG issues in batch jobs),
further delaying progress.

Linear task sequencing contributes to delays where tasks
could feasibly run in parallel (e.g., compliance and database
migration). Financials have 0% validation coverage in the
refined U, highlighting the backlog.

REOPENED - May 2025

The May 2025 project schedule continues to show a 54-day
variance from the baseline, with no formal rebaseline in
place to reflect ongoing challenges. This delay is primarily
driven by unresolved critical system testing defects,
persistent data extract discrepancies, and performance
tuning issues in key batch jobs. The lack of a formal
schedule rebaseline or update further elevates the risk of
downstream impacts on UAT readiness and stakeholder
confidence.

The CSEA Project Manager has temporarily exited the
project with CSEA Project Leadership providing interim
coverage. The project at the end of May was experiencing a
54 day variance with zero float in the critical path.

Related RAID Log Action Items have not been reassigned to
interim coverage owners.

during
governance transitions to
ensure continued project
alignment and stakeholder
confidence.

Performance Domain:
Planning — requires integrated
schedules that reflect realistic
milestone targets and
incorporate decision-making
frameworks, ensuring that
governance and planning
activities are fully
synchronized for project
success.

1SO/IEC 16085:2021
recommends proactive risk
management to identify areas
\where concurrent task
execution mitigates schedule
risks.

system running on the State’s mainframe for system file
and data exchanges with multiple State of Hawaii agencies.
The timing of multiple agencies moving off the mainframe
at different times will result in the need to modify KEIKI
system interfaces after the system has been deployed.

Until other State modernization projects are completed, the:
KEIKI project cannot perform server-based data exchanges
and will need to continue to interface via the mainframe.

In addition, as the KEIKI project involves integrating a
modernized child support system with existing legacy
systems, there may be other and archif

gaps that arise. These gaps can include differences in
technology stacks, such as programming languages,
database systems, and operating environments, as well as
the absence of modern application programming interfaces
(APIs) in the legacy

systems. Based on the timing of concurrent State of Hawaii
modernization projects and upgrades, the end-to-end
testing of the KEIKI system may necessitate the undertaking
of supplementary tasks, allocation of additional resources,
and coordination efforts.

REOPENED-May 2025
Schedule Variance: This delay is primarily driven by
unresolved critical system testing defects, persistent data
extract discrepancies, and performance tuning issues in key
batch jobs. The lack of a formal schedule rebaseline or
update further elevates the risk of downstream impacts on
UAT readiness and stakeholder confidence.

Project Management Interim Coverage: The departure of
the CSEA Project Manager in May has introduced an
immediate need for documented interim project
management coverage to maintain project governance
continuity. While CSEA project leads have assumed
responsi ty in the short term, the lack of a formalized
approach leaves potential gaps in accountability, risk
tracking, and decision-making. Ensuring that interim
coverage roles are clearly defined and integrated into

overall project governance will reduce risks of
and schedule The details

of these governance alignments and assignments should be
clearly communicated to stakeholders and reflected in
project documentation.

to address schedule concerns.
« Develop a detailed plan with assigned resources to
complete project tasks.

« Provide the appropriate detail of tasks, durations, due
dates, milestones, and key work products for various
parties. CSEA assigned tasks should also be clearly reflected
in the project schedule.

« Obtain agreement on the baseline schedule and then hold
parties accountable for tasks and deadlines.

REOPENED: 2023.10.002.R2 - Determine the root causes of
delays and develop plans to address them.

« Perform a root cause analysis including defining the
problem, brainstorming possible causes, and developing a
plan to address the root cause of the problem such as
resource i ies, and tasks.
Assess potential opportunities for parallelizing workstreams
and efforts.

 Based on the experience of the last two months, create a
realistic schedule based on the time and resources needed
to perform tasks.

(CLOSED: 2023.10.002.R3 — Assess the need for additional
Protech resources for project management support.

CLOSED: 2023.10.002.R4 — Have the CSEA and Protech

Project Managers adopt a more joint, collaborative

approach.

* Have the interim PMs clearly define their roles and
in project il ie:

« Actively plan, share and execute project responsibilities.

STATUS UPDATE
2025/10/31: 2023.10.002.R1- The project schedule includes many of the MOU acti
however, it is not readily viewable or easily identifiable. Tracking within the project

schedule is challenging. IV&V will continue to monitor progress and recommendations.

2023.10.002.R2- There has been no apparent change to this process. IV&V will continue
to monitor. This risk has been raised to moderate, as UAT is over half way thru,
identifying alternatives and other options for remaining SIT activities and crtiical severity
defects may need to be considered and integrated into the schedule.

2025/09/30: 2023.10.002.R1-The project was rebaselined, however, there are still tasks
that needed to be added and properly reflected such as resolving SIT defects that need
to be added to the project schedule. Due to the ongoing gaps, a new Observation
2025.09.001 has been opened to continue tracking this issue.

2023.10.002.R2-There has been no change to this process. IV&V will continue to
monitor, The risk continues to be low as currently the schedule is on track to meet the
March 3, 2026 go-live date.

2025/08/30: (2023.10.002.R1) - With the acceptance of Change Request PCR-7, the
project schedule has been rebaselined. CSEA is actively managing UAT through
structured teams, defined functional areas, and a five-region based testing schedule with
the fifth region dedicated to interfaces. While the risk has been downgraded to low due
to this realignment, IV&V will keep this observation open to monitor how well the
updated schedule supports implementation and keeps parties accountable. As effects
continue to be processed, IV&V will observe how resources are managed and the
schedule is realistic.

2025/08/30: (2023.10.002.R2) — The rebaselined schedule provides a more accurate list
of remaining tasks and when they are due. IV&V willl keep this observation open and
willl continues to monitor how effectively the schedule reflects the actual time and
resources needed to resolve the remaining SIT defects and support UAT execution.

2025/07/31: 2023.10.002.R1- The project schedule delay has increased to an 80-day
variance. Verified that deliverables include supporting tasks related to when the
submission and approval for the deliverables willl occur. However, many of these dates
are stale and need to be updated. CSEA has received an updated project schedule from
ProTech. This revised schedule has not yet been approved by CSEA, nor reviewed by
IV&V. Thus, confirmation of whether it includes the appropriate level of detail regarding
the remaining task durations, mi and remains to be
verified.

2025/07/31: (2023.10.002.R2) — Root cause analysis is being performed on open defect
tickets, and various schedule delay priorities are being discussed, triaged to determine
appropriate mitigation strategies and decisions assigned for follow-up action. Despite
these efforts, the recommendation to have a current realistic schedule based on the
time and resources needed to perform tasks remains outstanding. An updated schedule
was received by CSEA, however, IV&V has not yet reviewed or verified whether it reflects
a ive approach to ing the ing open tasks, defects,
resource allocations with attainable timelines. IV&V will provide an update once the
schedule has been accepted (by CSEA) and reviewed.

2025/06/30: (2023.10.002.R1) — The project schedule delay has increased to a 69-day
variance. While ProTech has shown the performance of root cause analysis, and
documented problem solving solutions including screen shots, the schedule is still
outdated and does not adequately reflect the current changes and remaining open tasks.
ProTech has proposed to update the project schedule after the issues and defects have
been resolved and have exited the SIT phase. ProTech continues to actively work on the
37 remaining open defects and batch load testing. The schedule is at risk and
recommendations remain current.

2025/06/30: (2023.10.002.R2) — Upon reviewing internal Jira documentation on testing,
ProTech is performing root cause analysis, output(s) include screen shots, and testing
notes on open tickets. The current schedule does not appear to reflect the timing of
testing completion or the resolution of open activities. IV&V will continue to monitor.

2025/06/30: (2023.10.002.R4) — CSEA leadership and ProTech have jointly addressed the
gap left by the temporary departure of the CSEA Project Manager. This was conveyed
both in written and verbal icati Thisr has been addressed
and is now Closed.

CLOSED DATE

Original Close: 2024/05/31
Reopened: 2023.10.002.R2
2024/12/24

Reopened:

2023.10.002.R1 and
2023.10.002.R4 2023/50/30
Closed: 2023.10.002.R4
2025/06/30

[CLOSURE REASON

Original Closure Note: Closed as the
project managers are working more
collaboratively to share and execute
project responsibilities.
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Process

2023.10.002
(continued)

Risk

Moderate

Low

2025/05/30: The temporary leave of absence of the CSEA Project Manager which is now
being covered by the CSEA project leads furthers the need to update governance and
decision frameworks to document and formalize the roles of interim CSEA project leads
covering the CSEA's Project Management responsibilities. This will ensure accountability,
maintain stakeholder alignment and reduce the risk of gaps in project oversight and
consistency. This would be an opportune time to access the root causes driving schedule|
delays and work with Protech to align an agreed schedule in order to eliminate further
cascading delays in the project go live date, which is experiencing a 54 day variance from
the baseline schedule as of May 30, 2025. Project governance documents, (e.g. RAID
Log) should be reviewed and assigned to appropriate action owners. Communications
should be drafted to all project stakeholders in order to align them to the appropriate
interim project manager with area of oversight responsibility.

2025/04/30: The root causes driving schedule delays, such as lack of resource clarity,
i ies, and support tasks, remain visible in April. While

the project team responded to delays with schedule updates (PCR-3) and completed SIT
Iteration 2, the conditions that led to earlier delays have not been systematically

The i shifting of the Go-Live date beyond PCR-3's
approved timeline further supports the observation that a durable resolution has not yet
been realized. IV&V also notes that the critical path from Deliverable D-21 approval to
Acceptance Testing start remains under pressure, with zero float, increasing the
likelihood of cascading delays if unresolved tasks are not completed promptly. IV&V
recommends that the project team consider conducting a root cause analysis and

for critical path readiness tasks, including batch
finalization, training, and security preparation, in alignment with PMBOK® v7 guidance
on Risk and Resource Management, to reduce the likelihood of further schedule
compression.

2025/03/31: As of March, project reporting has improved in granularity, with weekly
status reports consistently identifying active risks and testing-related blockers, and IV&V
tracking individual RAID log items (e.g., Risks #89 and #112). However, formal distinction
between risks, issues, and decisions remains inconsistent across communications,
particularly in status reports, where these items are often combined into narrative
summaries without clear labeling. While the March RAID log itself includes structured
entries for each category, this observation should remain open until consistent, category-|
specific tagging is incorporated into all reporting streams. In order for CSEA to formally
approve the new project schedule, Protech must complete the activities in the transition
[SOW. Protech needs to schedule a firm delivery date that is acceptable to CSEA with
urgency, since the schedule cannot be formally aligned in its absence.

2025/02/28: Efforts to parallelize workstreams (2023.10.002.R2-2) are being evaluated,

but coordination between Protech and CSEA while underway is facing larger priorities for|

testing transition. While progress has been made in identifying root causes and adjusting
trategies, this ion is requiring a more structured approach to

align testing priorities which may end up being addressed in the testing transition plan.
IV&V will continue to monitor that progress.

2024/02/29: The project schedule does not include all project tasks and is being
updated to include more granular-level project activities One recommendation was
closed as Protech added additional project management resources.
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STATUS UPDATE

i CURRENT |INDUSTRY STANDARDS AND
T AREA N ID TYPE  [SEVERITY |[SEVERITY |C BEST PRACTICES [ANALYSIS RECC \TIONS STATUS
Technology |2024.06.001 (Risk d There is a risk for delays in the data extraction process, |EEE 1012-2016 The data extraction process is critical for the cutover 2024.08.001.R1 - Verification of Data Extraction and Open

which is critical for the cutover activities, due to reliance on
shared mainframe resources, inefficiencies in data
extraction programs, and long download/upload times. This
could impact the project by increasing costs, compromising
the quality of the overall solution, and causing operational
downtime of 4 to 5 days during the cutover weekend,
thereby extending the project timeline.

activities and current projections show potential for
significant delays. This issue results from reliance on shared
resources, inefficiencies in data

programs, and long download/upload times. Each time new
data is needed for testing, the entire database must be
extracted, which is time-consuming. CSEA is evaluating a
SQL replication strategy to replace the current process and
has assigned two dedicated resources to identify and test
this approach. Daily meetings with DDI and CSEA have been
established to collaborate on this issue. The target for
validating this approach is July 31st.

The static data collected from the data extract process
projects a worst-case scenario of 12 to 36 days to fully
extract ADABAS data to the 374 flat files, including
downloading and uploading the files. This arises due to: 1)
CSEA uses a shared mainframe, 2) inefficiencies of data
extraction programs, 3) download/upload times. The data
extract process is central to the cutover activities
completing over Fri/Sat/Sun. If not improved, CSEA may
face 4/5 days operational downtime for cutover weekend.

Conversion Processes

« Standard(s): IEEE 1012-2016 Emphasis: Verification
ensures that the system is built correctly according to its
specifications.

o0 Recommendation: Implement a thorough verification
process for all data extraction and conversion methods,
particularly the Ascii to BCP script conversions. Establish
checkpoints where the file counts and conversion accuracy
are verified before moving to subsequent phases of the
project to avoid potential issues in later stages.
2024.08.001.R2 - Validation of Extracted Data Consistency

« Standard(s): IEEE 1012-2016 Emphasis: Validation
ensures that the system meets its intended use and satisfies
user needs.

o Conduct end: d validation of the
extracted data, ensuring that the SQL-to-SQL comparisons
are consistent and match across systems (Protech and
CSEA). Given the noted discrepancies, a validation step
should be introduced after each major extraction and
conversion task (e.g., Task 18). This will confirm that the
extracted data matches the expected output and is usable
for further processing.

2024.08.001.R3 - Risk Management for Binary and Ascii File
Handling

« Standard(s): IEEE 1012-2016 Emphasis: Risk
management is integrated into the IV&V process to identify
potential risks and implement mitigation strategies.

0 Recommendation: Assess the risks associated with the
conversion and handling of binary and Ascii files.
Discrepancies in binary file counts and the use of converters
for 27 files were discussed. It is recommended to perform
risk analysis on these conversions, ensuring that any
potential data corruption or loss during conversion is

2025/10/31 2024.06.001.R1/ R2remains open.Although measurable progress continues,
including validated partner file conversions, AWS DR environment readiness, and near-
completion of replication activities, full end-to-end validation of mainframe JCL testing,
ETS access, and CyberFusion exchange has not yet occurred. The dependencies identified
in August persist, preventing closure. IV&V will continue monitoring until verification
evidence confirms that all data extraction and exchange components have been
successfully tested, validated, and accepted under production load conditions.
2024.08.001.R3 remains open.

Although key conversions have been executed and validated at a sample level, full
verification and risk mitigation across all binary and ASCI files have not been
documented. IV&V notes that dependency on pending FTP1 configuration, mainframe
JCL testing, and lack of automated file-level reconciliation prevents closure of this

The risk of persists until
validation confirms complete and accurate transfer of all 27 converted files under
operational load conditions.

2024.08.001.R4 remains open.

While cloud and database resources have been validated as sufficient, mainframe
storage capacity and access remain constrained by incomplete ETS authorization and
unexecuted JCL tests. Until full resource validation across all environments (mainframe,
replication, and DR) is confirmed and contingency plans are documented, this
recommendation cannot be closed.

2025/09/30: Risk 2024.06.001 remains open. 2024.08.001.R1/R2:Data extraction and file
exchange processes still present a moderate risk of delay. While key data validation
issues (e.g., negative values, auto-cataloging) have been resolved, ETS access limitations
and pending mainframe JCL testing continue to delay full validation of the automated
data exchange. These dependencies could impact the project’s ability to complete end-
to-end data transfer testing on schedule if not resolved in October. 2024.08.001.R3: End:
to-end verification of all 27 converted files and final risk closure remain dependent on
ETS authorization for JCL testing and CyberFusion data exchange validation.
2024.08.001.R4: The AWS DR configuration and database replication deployments
confirm that adequate storage and computing resources are now available for test and
extract operations.

However, mai space and access persist due to pending ETS
authorization and incomplete JCL testing, which means the resource sufficiency

identified and mitigated. Consider i
testing and validation for these specific files.

2024.08.001.R4 - Resource Management and Space
Availability

 [EEE 1012-2016 Emphasis: Resource management is
crucial for the successful execution of project activities.

o Recommendation: The observation regarding potential
space risks should be taken seriously. Conduct a resource
assessment to ensure that there is sufficient storage and
computing resources to handle the extraction, conversion,
and processing of data. This should be done before the
extraction process begins, with contingency plans in place in
case of resource shortages.

across all has not yet been fully proven.
IV&V will continue to monitor this risk through October until full DR execution, ETS
testing, and data exchange validation confirm that all resource and space requirements
are met under load conditions.

2025/08/27: Observation 2024.06.001 remains open. In August, CSEA advanced efforts
to mitigate risks in the data extraction process, completing key steps toward
implementing SQL replication as an alternative to full ADABAS extracts. While replication
testing was successfully executed to CSEADSSDEV on August 21, unresolved inefficiencies|
in the extraction process still pose a risk of extended cutover downtime if not fully
validated. Collaboration between CSEA and DDI continues, but data readiness remains a
constraint to overall cutover planning.

2025/07/31: As of July 31, 2025, Observation 2024.06.001 remains open. While
improvements in the data extraction process are evident, full validation of the non-
hybrid method has not been completed, and the risk of delays impacting cutover
remains active. The project has not met the original July 31 target for validating the SQL
replication strategy. However, efforts to improve performance and throughput have
yielded results. Protech i table partitioning (e.g., for table F156)
and parallel binary loading, which reduced extraction times for large data
sets—specifically lowering some batch load durations from 17 hours to under 5 hours.
Despite these gains, record count mismatches persist between ADABAS and SQL outputs,
and additional verification is required.

CLOSED DATE

[CLOSURE REASON
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STATUS UPDATE

| CURRENT |INDUSTRY STANDARDS AND
TAREA  |NID TYPE  |SEVERITY [SEVERITY BEST PRACTICES ANALYSIS RECC TIONS STATUS
Technology [2024.06.001 |Risk  |Moder d

(continued)

The project continues to rely on the hybrid extract method, with the non-hybrid strategy
still under evaluation. No confirmation has been issued that the non-hybrid method is
viable or production-ready. As of the July reporting period, five performance-related
defects remain open, primarily linked to batch programs such as OCSE157, State Tax
Offset, and AP Bill processing. These defects further indicate that batch performance
under current extract conditions has not yet met legacy expectations.

Verification and validation efforts (Recommendations 2024.08.001.R1-R4 under IEEE
1012-2016) are partially implemented. ASCII to BCP script verification checkpoints are in
place, and SQL-to-SQL data comparisons between CSEA and Protech are ongoing.
However, interface-level discrepancies and binary file handling risks remain under
review. Additional automated conversion validation, resource planning for extract
capacity, and file-level error tracking are recommended to further reduce the risk of
corruption and operational downtime during cutover.

Given the i of I non-hybrid ion, and
performance defects, this observation will remain open and under IV&V monitoring
through August. The ability to mitigate cutover weekend downtime, projected at 4-5
days under current extraction conditions, depends on successful validation of an efficient
and reliable data extract process. IV&V recommends continued tracking of this risk as a
potential impact to cutover scheduling and system readiness.

2025/06/25: In June, the data extract validation process between ADABAS and SQL
continued to show record count mismatches, requiring further investigation and
validation during system testing. Both hybrid and non-hybrid extraction methods are
under evaluation; however, the non-hybrid method remains untested, with its viability
expected to be determined before UAT ends. A successful match was confirmed for the
April 10 FCR outgoing pre-batch on June 20, but consistent alignment across all datasets
has not yet been achieved. To address performance discrepancies, Protech initiated
table partitioning (e.g., F156) and parallel binary data loading, which successfully
reduced batch load times from 17 hours to under 5 hours. Despite this improvement,
five open performance-related defects remain, primarily affecting batch processes such
as OCSE157, State Tax Offset, and AP Bill processing. IV&V will continue to monitor
progress toward the July target.

2025/05/30: The May weekly status and testing status updates confirmed that data
extraction processes and performance discrepancies continue to delay system readiness
for UAT testing. Additional testing cycles and data mapping validation efforts are
underway to address these extract issues. IV& V will continue to monitor progress
toward the July target.

2025/04/30: In April CSEA and Protech (DDI) continue daily coordination post transition
(DataHouse departure and transitional SOW activity completion). SQL replication testing
is active but not yet fully validated as stable (RAID log Risk #89). Over 30 data outputs
from the Feb 18th batch are still in the validation process and the process is still reliant
on workarounds and contingency planning ahead of the July 31 validation target.
Observation 2024.06.001 should remain open. While progress across all four
recommendation areas is evident, final validation has not been achieved, and extract-
related risks remain active. Continued IV&V monitoring is necessary through July to
assess the effectiveness of SQL replication and full extract validation before the system
cutover.

2025/03/31: In March, the project team made notable progress toward addressing data
extract quality issues, including the launch of structured half-day CSEA agency validation
sessions, and the initiation of a deliverable to identify non-printable characters in hybrid
DB fields. Although SQL replication failures and data formatting mismatches remain
contributors to delayed batch output validation, Risk #89 continues to track these issues
as open. With key activities underway but final validation still pending for over 30
outputs from the February 18 batch cycle, this observation should remain open, with
closure considered once extract stability and validation results are fully confirmed. We
acknowledge that targeting the new Go-Live date of 11/11/2025 to utilize a long
'weekend for cutover will reduce risk.

CLOSED DATE

[CLOSURE REASON
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T AREA

N ID

TYPE

|SEVERITY

CURRENT

|INDUSTRY STANDARDS AND
BEST PRACTICES

[ANALYSIS

\TIONS

STATUS

Technology

2024.06.001
(continued)

Risk

SEVERITY

STATUS UPDATE

2025/02/28: While progress has been made in refining extraction strategies and
implementing validation checkpoints, full validation and risk mitigation have not been
achieved, and cutover risks remain active. Continued IV&V monitoring is required to
ensure SQL replication testing is validated and operational before cutover planning. SQL
replication testing continues (2024.08.001.R1), with CSEA and DDI holding daily
coordination meetings, but validation of the approach has not yet been completed.
These activities will need to resume with Protech taking over DDI's responsibilities.
Verification and validation steps have improved (2024.08.001.R2), but discrepancies in
extracted data persist, requiring additional conversion accuracy checks and space
management adjustments (2024.08.001.R4). Risk management for binary and ASCI file
handling. (2024.08.001.R3) is ongoing, with proactive error tracking reducing potential
corruption risks, but validation remains incomplete.

2025/01/31: The latest status update for January indicates continued collaboration
between CSEA and DDI to refine the SQL replication strategy, with dedicated resources.
actively testing extraction improvements to mitigate risks associated with prolonged
data transfer times. In alignment with IEEE 1012-2016, verification checkpoints have
been partially implemented (2024.08.001.R1), validation steps for extracted data
consistency are progressing (2024.08.001.R2), and additional risk assessments for binary
and ASCII file handling are ongoing to prevent data corruption (2024.08.001.R3), while
space availability concerns remain under review with contingency planning in progress
(2024.08.001.R4).

2024/12/24: (2024.08.001.R1) — Verification of Data Extraction and Conversion
Processes: Verification processes have prog , with partial i ion of
checkpoints for ASCII to BCP script conversions. File counts and conversion accuracy
validations are ongoing, resolving discrepancies iteratively to reduce downstream errors.
Additional automated checks are required to fully strengthen the verification process.

(2024.08.001.R2) - Validation of Extracted Data Consistency:
5QL-to-SQL comparisons between Protech and CSEA systems have advanced, with

after major ion tasks. in data
alignment are evident, but interface data discrepancies remain, requiring further
validation for end-to-end consistency across systems. Batch validation using September
30 production data reduced

(2024.08.001.R3) ~ Risk Management for Binary and ASCII File Handling:

Risk assessments for binary and ASCI file conversions have identified critical areas
requiring additional testing to mitigate risks of data corruption. Packed binary and
date/time field issues have been resolved, but validation of file integrity during
conversion phases is still crucial. Proactive error tracking has minimized potential issues
during testing phases.

(2024.08.001.R4) ~ Resource Management and Space Availability:

Resource and ad to have improved testing
efficiency by ing storage and ional limitations. Conti plans for
storage shortages have been established, ensuring smoother testing and batch
processing cycles. Continued focus on resource prioritization is needed to avoid delays in
high-demand testing periods.

2024/11/27: (2024.08.001.R1) - Verification of Data Extraction and Conversion Processes
Verification processes have been strengthened, particularly for ASCII to BCP script
conversions. File counts and conversion accuracy are now validated during batch
validation and regression testing phases, with checkpoints implemented to ensure
accuracy before advancing to subsequent phases. Discrepancies if field alignment and
conversion accuracy are being resolved iteratively, reducing downstream errors.

(2024.08.001.R2) - Validation of Extracted Data Consistency

End-to-end validation has been introduced, including SQL-to-SQL data comparisons
between Protech and CSEA systems. Validation checkpoints after major extraction tasks
ensure consistency in extracted data outputs .

Major improvements in data alignment and reduced inconsistencies, as seen in batch
validation using September 30 production data.

(2024.08.001.R3) - Risk Management for Binary and ASCII File Handling

A detailed risk assessment has been performed for binary and ASCII file conversions,
particularly for 27 critical files identfied in earlier phases. Additional testing is underway
to mitigate risks of data corruption during conversion. Proactive error tracking and
resolution are reducing potential issues, with measures in place to validate file counts
and integrity during each phase of testing.

CLOSED DATE

[CLOSURE REASON
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| CURRENT |INDUSTRY STANDARDS AND
TAREA  |NID TYPE  |SEVERITY [SEVERITY BEST PRACTICES ANALYSIS RECC TIONS STATUS
Technology [2024.06.001 |Risk  |Moder d

(continued)

STATUS UPDATE

(2024.08.001.R4) - Resource Management and Space Availability

Resource assessments were conducted to ensure adequate storage and computational
capacity for ion and ¢ tasks. C plans have been established to
address potential storage shortages or computing delays. Resource prioritization and
adjustments to mainframe untilization have minimized space risks and improved
processing efficiency for ongoing testing and validation.

IV&V will continue to monitor the above ions until there is

evidence of resolution.

2024/10/31: (2024.08.001.R1) - Verification of Data Extraction and Conversion: Open —
In Progress: Verification steps are underway with some checkpoints implemented.
Critical issues, like date/time discrepancies, have been resolved. Checkpoints to verify
file counts and conversion accuracy have been partially implemented, although more
robust, automated checks are still needed.

(2024.08.001.R2) - Validation of Extracted Data Consistency: Open — Partially

sQL replication and extraction validations have progressed, with critical
issues such as date/time and packed fields now resolved. The October reports indicate
that ongoing discrepancies in interface data and batch outputs still require validation to
confirm end-to-end consistency across systems.

(2024.08.001.R3) - Risk Management for Binary and Ascii File Handling: Open ~ In
Progress: Some risk have been but specific ions for the
binary and Ascii files are still needed. The packed field and date/time data issues were
resolved, reducing some risk associated with binary data. Additional validation and
testing for converted files remain crucial to ensure data accuracy in other key areas.

(2024.08.001.R4) — Resource Management and Space Availability: Open - Ongoing
Evaluation: Resource constraints, particularly related to mainframe and storage capacity,
are still an area of focus. The October updates highlighted that batch and interface
testing are delayed due to on shared mai resources and
long runtimes for large batch jobs. Develop contingency plans to manage high-demand
periods and alleviate mainframe dependency for smoother testing cycles.

2024/9/30: There is a delay in the resolution of the production test data delivery
method, as noted in the weekly status report. The datetime issue with the replicated
SQL data is a key blocker, with the CSEA working to resolve this through Natural
programs. This has the potential to delay critical testing phases, as it impedes the ability
to test with accurate production data. The date/time issue continues to be a blocker.
Nulls and packed binary fields have been resolved. The Ul refinement process has
progressed, with 84% of the tasks completed. However, finalization and validation are
still pending, and the scheduling of the walkthrough of the Ul Refinement Plan is
underway. The Financial Test Deck (FTD) execution is still only 35% complete, and
scenario execution is 17% complete, while not directly on the critical path, delays in the
FTD could become a future risk if unresolved issues persist. Batch testing is progressing,
with 31% of batch test execution complete.

(2024.08.001.R1) - Verification of Data ion and Open - Progress
made but verification of Ascii to BCP scripts and checkpoints not fully implemented.

(2024.08.001.R2) - Validation of Extracted Data Consistency: Open — Partial progress, but
full end-to-end validation of extracted data is still pending.

(2024.08.001.R3) - Risk Management for Binary and Ascii File Handling: Open — No
mention of specific risk assessments for binary and Ascii file handling; further analysis
needed.

(2024.08.001.R4) — Resource Management and Space Availability: Open — Ongoing
evaluation of SQL replication strategy; resource concerns still active.

2024/8/30: The key decision to determine and finalize the method of test data delivery is
now anticipated for September and the outcome is now based upon the solution for the
date/time issue and the packed binary fields. CSEA and Protech have worked diligently to|
clear the other issue of nulls.

2024/7/31: CSEA is still investigating and testing the SQL to SQL solution, however, the
testing results are still not meeting CSEA's expectations. CSEA's decision is due during
the first week of August. Because of CSEA's concern that this issue is still unresolved, the
potential impact on the schedule, the severity has been raised to high.

IV&V will continue to monitor these recommendations and validate progress until full
resolution is achieved.

CLOSED DATE
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CURRENT
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BEST PRACTICES

[ANALYSIS

RECC \TIONS

STATUS

STATUS UPDATE

Technology

2024.03.001

Risk

SEVERITY

The timing of other State of Hawaii modernization projects
impacts the ability to properly design KEIKI system
interfaces and will necessitate the need for interface
modifications after its deployment, which can lead to
additional costs, delays, and disruption to the system.

CSEA's KEIKI system currently relies on a legacy cyberfusion
system running on the State’s mainframe for system file
and data exchanges with multiple State of Hawaii agencies.
The timing of multiple agencies moving off the mainframe
at different times will result in the need to modify KEIKI
system interfaces after the system has been deployed.

Until other State modernization projects are completed, the.

CLOSED: 2024.07.001.R1 - It was recommended that CSEA
meet with the new Chief Data Officer. And also to meet
with the EFS team to identify any potential impacts to CSEA
and align with IT policies.

(CLOSED: 2024.03.001.R1 — CSEA should coordinate regular
meetings with impacted State of Hawaii agencies.

KEIKI project cannot perform server-based data

* Roles, r i ions and interface

and will need to continue to interface via the mainframe.

In addition, as the KEIKI project involves integrating a
modernized child support system with existing legacy

requirements should be clearly defined to ensure
information and project status is proactively communicated
for the various modernization efforts.

2024.03.001.R2 - The projects should properly plan for
interfaces so that they are flexible enough to accommodate

systems, there may be other and ar

gaps that arise. These gaps can include differences in
technology stacks, such as programming languages,
database systems, and operating environments, as well as
the absence of modern application programming interfaces
(APIs) in the legacy systems. Based on the timing of
concurrent State of Hawaii modernization projects and
upgrades, the end-to-end testing of the KEIKI system may
necessitate the undertaking of supplementary tasks,
allocation of additional resources, and coordination efforts.

future changes and are with other agencies.

« Clearly identify all the interfaces that the system will
interact with and how they will communicate.

* Develop interfaces and data structure that are flexible
enough to accommodate changes to the interfaces.

« Detailed testing will be required as the various
departments upgrade their systems to ensure compatibility.

Open

2024/10/31 2024.03.001.R2 remains open.

\While the KEIKI project has completed interface development and internal testing with
demonstrated flexibility, end-to-end validation across all external partners is still
pending. Closure is contingent on:

1)Successful FTP1 and CyberFusion setup with DHS, DLIR, and OCSS.

2)Execution of interagency validation testing confirming data exchange stability post-
mainframe transition.

1D ion of interface procedures ensuring ongoing

adaptability after deployment.

2025/09/30: 2024.03.001.R2 ~ Interface Planning and Flexibility is partially mitigated but
not yet fully closed.The KEIKI system interfaces have been successfully tested and
validated within the current environment, confirming design flexibility and stable data
exchanges.However, full compatibility and readiness across agency interfaces depend on
external factors — namely ETS authorization, mainframe transitions, and other State
modernization schedules. Continue to track this observation until end-to-end interface
testing with DHS, DLIR, and OCSS systems is complete and confirmed stable under the
HOST-F configuration. Once validated, this risk can be closed as fully mitigated.

2025/08/27: Risk 2024.03.001.R2 remains open. As of August 2025, KEIKI continues to
depend on the State’s mainframe and the legacy cyberfusion system for file and data
exchanges, since concurrent State modernization projects are not yet complete.
Interfaces remain main and testing confirmed and API gaps
across legacy systems. The timing of other State agency modernization initiatives, along
with differences in technology stacks and absence of modern APIs, currently prevents
KEIKI from transitioning to server-based data exchange. End-to-end testing and future
operations may require supplementary tasks, additional resource allocation, and
increased coordination efforts to maintain interoperability. These dependencies also

increase the likelihood of post- interface The project should
continue monitoring other State modernization timelines, allocate resources for interim
interface and develop i plans for testing and

coordination during end-to-end validation.

2025/07/31: (Risk 2024.03.001.R2) — As of the end of July 2025, Risk 2024.03.001
remains open due to continued dependencies between the KEIKI system and multiple
State of Hawaii agency modernization efforts. Although System Integration Testing (SIT)
Iteration 2 reached 97% completion, interface-related performance issues persist,
particularly for batch programs such as OCSE157, State Tax Offset, and AP Bill processing.
These are being tracked under RAID Log IDs 35 and 56. Interface testing and
development continue to be constrained by legacy system dependencies, as the KEIKI
system must still rely on the State’s , specil
file exchanges.

Cyberfusion, for cross-agency

The Bridge Program for Address Normalization is reported at 91% completion,
supporting data compatibility, but the final decision on implementing Code-1 Plus
software, a key enabler of address standardization across systems, remains pending.
Additionally, the project team is actively exploring Twilio integration for job failure
notifications, which would improve system monitoring and responsiveness post-
deployment. These activities indicate ongoing efforts to improve interface resiliency and
responsiveness but do not eliminate the fundamental limitation: the lack of end-to-end
server-based data exchange until external agency modernizations are completed.

While interface design has been developed with flexibility in mind, including defined
communication methods and structured classifications for inbound and outbound data,
the full validation of these interfaces remains incomplete. The risk of post-Go-Live
interface modifications and associated rework remains present due to the timing of
partner agency upgrades. Detailed testing and interface retesting will be required as
external agencies move off the mainframe.

IV&V recommends continued monitoring of this risk category through system testing and
pre-Go-Live coordination activities. Until external system dependencies are fully resolved,|
and interface adaptability is confirmed through testing, the risk of downstream delays
and disruptions due to interface realignment remains credible and active.

CLOSED DATE
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| CURRENT |INDUSTRY STANDARDS AND
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Technology [2024.03.001 |Risk  |Moder d
(continued)

STATUS UPDATE
2025/06/25: (Risk 2024.03.001.R2) — As of June, interface development and testing
efforts continue under System Integration Testing (SIT) Iteration 2, which is 97%
complete. Interface-related performance issues persist, particularly with batch processes
such as OCSE157, State Tax Offset, and AP Bill, and are being tracked under RAID Log IDs
35 and 56. These issues highlight ongoing challenges in ensuring compatibility and
performance across agency systems.

The project has not yet confirmed a final decision on the use of Code-1 Plus software,
which is critical for address ization and ci gency data i
Additionally, the bridge program to support address normalization is 91% complete, and
the Twilio integration for job failure notifications is being explored to improve system
responsiveness. While progress is being made, continued attention to interface
flexibility, performance tuning, and coordination with external system upgrades is
needed to meet and support future integration requirements.

2025/05/30: (Risk 2024.03.001.R2) — In May, interface dependency updates focused on
the CSEA proposed changes to the BOH interface file format, which have yet to be
formalized and integrated into the schedule. Interface testing activities continued to
address performance and data validation concerns, including FTP interface updates and
mock file exchanges with external partners.

Protech and CSEA should establish a formal change control process for interface updates,
ensuring that any new interface file formats or dependencies are incorporated into the
project baseline and verified through testing.

2025/04/30: (Risk 2024.03.001.R2) - Interface structures have been defined and
designed for flexibility, but interface testing and retest confirmation remain incomplete.
Dependencies on other agencies’ modernization timelines continue to impact readiness,
and discrepancies between legacy and replatformed outputs are still under resolution.
Observation 2024.03.001 should remain open to track continued validation and
confirmation of interface compatibility with both modern and legacy systems. While the
interface inventory and flexibility planning are complete, testing delays and agency
modernization dependencies are still impacting readiness and traceability.

2025/03/31: (Risk 2024.03.001.R2) - In March, Protech began validating the 228 open
defects within Jira, including over 100 unconfirmed issues, and took ownership of
ensuring traceability between defect resolution and retesting outcomes. While SIT
retesting is well underway for most Ul and batch-related defects, interface testing
continues to experience delays, particularly due to difficulties capturing test files prior to
downstream system consumption. These challenges have limited retesting confirmation
for interface-related defects. Therefore, this observation remains open, with resolution

on improving test and confirming retest documentation across all

functional areas, including interfaces.

2025/02/28: (Risk 2024.03.001.R2) — Testing has identified compatibility challenges
(2024.03.001.R2-2), particularly with external agency system upgrades, requiring
enhanced flexibility in interface configurations. While progress has been made in
interface planning and validation, ongoing compatibility challenges and pending

monitoring and testing before this recommendation
can be closed.

2025/01/31: (Risk 2024.03.001.R2) — While progress has been made in developing
flexible interface structures and planning for future modifications, end-to-end testing
remains ongoing, and coordination with other departments is still required, meaning
recommendation 2024.03.001.R2 cannot yet be closed until full compatibility and
adaptability are validated.

2024/12/24: (2024.03.001.R2) — In December 2024, progress was made in identifying
system interfaces and their communication methods, with updates shared during weekly
interface workshops. Efforts to ensure flexibility in data structures and interface

i i including adj for with modernization

efforts in partner agencies. Testing activities focused on validating data exchange
through SQL-to-SQL comparisons and resolving discrepancies in interface files, with
workshops to address i While signifi

improvements were achieved, ongoing coordination with other departments is essential
to ensure compatibility as their systems undergo upgrades. Detailed end-to-end testing
remains a critical next step to confirm readiness for production.

CLOSED DATE
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Technology

2024.03.001
(continued)

Risk

2024/11/27: (2024.03.001.R2) - Interface Planning and Compatibility

All interfaces have been cataloged, classified as inbound, outbound, or both, with their
communication protocols clearly defined. This includes identifying dependencies with
external systems from partner agencies. Further validation of interface files, particularly
those with missing or incomplete data, is being prioritized during ongoing batch testing.
Interfaces and related data structures have been developed with flexibility in mind,
allowing for future changes without significant redevelopment. The system design
supports updates to schema or message formats. Continue refining flexibility by testing
adaptability with mock data representing potential future scenarios and configurations.
Interface validation testing is underway using production-like files. Initial validations

in legacy and outputs, which are being addressed
iteratively. Detailed testing will continue alongside integration testing (SIT) to ensure
that interfaces remain compatible with upgrades to external agency systems.

2024/10/31: 2024.07.001.R1 (Alignment of Data Policies with Chief Data Officer) CSEA
has ther meetings and i i on data exchange
policies and impact assessments, this recommendation can be closed. Continued
coordination could be noted as a follow-up item rather than an open recommendation.

(2024.03.001.R2) Interfaces — Open/In Progress: Good progress has been made in
identifying interfaces, and with continued focus on data coordination and flexibility
planning, we can further i with this ion. Ongoing.
efforts to secure reliable data and enhance adaptable structures will help ensure
compatibility and reduce potential disruptions in the future.

2024/09/30: The new Chief Data Officer is engaged in the focus on data governance
policies and interface details with the EFS team, this effort will be ongoing through
project Go-Live.

2024/08/30: ETS' new Chief Data Officer has been aligned as a key stakeholder and is in
the process of focusing on data governance policies and interface concerns with the EFS
team (2024.07.001.R1) IV&V will continue to monitor and update as the focus on policies
and interface concerns progress.

2024/07/31: The Chief Data Officer and the EFS team have been contacted and will be
meeting with CSEA.

2024/06/30: CSEA and Protech agreed to develop a list of interfaces categorized into
three groups: 1) Axway (source: AWS vs. Mai 2) Mai (group of i

on the mainframe with departments pointing to Axway), and 3) Cyberfusion. They also
decided to share this list at the next monthly meeting with State Departments.

IV&V will continue to monitor the coordination with other State of Hawaii modernization|
projects.

2024/05/31: Accuity closed one ion as CSEA is inating regular
ings with impacted State of Hawaii agencies to monitor the status of their
projects and mai i CSEA is planning to develop an

inventory of interfaces to share at an upcoming meeting with impacted Departments.

2024/04/30: CSEA organized a meeting with other Departments in April to exchange
information regarding the status of their respective system modernization efforts,
specifically those related to the shared mainframe and dependencies.
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@ Appendix 40
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Comment Log on Draft Report

KROM Project: IVE&V Document Comment Log

ACCUITY

ID # Page # Comment Ovganization Accuity Resolution

N/A No comments were received from CSEA or ProTech
4 Labels for recommendations shifted Accuity Label alighnment adjustment made.
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