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Executive Summary 

The project continues to make steady progress in the build-out of the INSPIRE case management system and recently went live with 
a new system release on 7/30/2025. 

The project has made progress with resolving challenges they've had with defect logging activities, which should improve bug 
tracking and coordination. The project team has stated its intention to prioritize investigating the root cause of post-production defects 
(defects inadvertently released into the production system). Reducing recurring and post-production defects could increase the 
productivity of the development effort, improve system quality, and reduce the overhead of managing defects. 

The project continues to face challenges with improving their system testing processes. Automated regression testing has been 
paused due to expired Tosca licenses, requiring the team to revert to manual testing and potentially slowing their 
productivity. Improving testing processes could help minimize post-deployment defects, improve system stability, and lessen the 
workload on BHA testers. 

BHA continues to address resource constraints and is actively recruiting a supervisory role for the project team to reduce the 
workload for key project members and improve their productivity on project tasks. They are exploring ways to enhance some of their 
operational duties (e.g., audit and compliance tasks) to free up capacity to focus more on critical project activities. 
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Executive Summary 
May Jun Jul Category IV&V Observations 

BHA identified a backlog bottleneck due to one person managing review, estimation, 

e e e Sprint Planning 
and assignment. Some items have carried over, highlighting the need for added 
support. The team is streamlining processes by aligning related items and refining task 
distribution to improve efficiency. 

e e e User Story (US) 
There are no active findings in the User Story (US) Validation category, which remains 

Validation 
Green (low criticality) for this reporting period. IV&V will continue to monitor the US 
development and validation process in upcoming reporting periods. 

The project continues to face challenges with improving their system testing 
processes. Automated regression testing has been paused due to expired Tosca 

M M M Test Practice licenses, requiring the team to revert to manual testing and potentially slowing their 
Validation productivity. Improving testing processes could help minimize post-deployment defects, 

improve system stability, and lessen the workload on BHA testers. 
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Executive Summary 
May Jun Jul Category IV&V Observations 

Release/ R4.13 went live on 7/30/25 with one high-severity defect unresolved. The lack of a formal 

M M M Deployment 
RCA framework remains a gap, despite targeted efforts on calculator defects. Multiple 
high-severity issues highlight the need for proactive RCA to prevent recurrence and 

Planning reduce risk. 

On-The-Job- This category remains Green (low criticality) for the July reporting period with no active 
Training (OJT) and findings. 

e e e Knowledge 
Transfer (KT) 

Sessions 

e e e Targeted KT This category remains Green (low criticality) for the July reporting period. IV&V will 
continue to monitor. 

Project There are no project performance metrics to report for the July reporting period. IV&V will 

e e e Performance keep this category's criticality rating Green (low criticality) and will continue to monitor. 
Metrics 

Organizational This category remains Green (low criticality) for the July reporting period. There are no 

e e e Maturity outstanding findings in this category, and IV&V will continue to monitor. 
Assessment (OMA) 
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Executive Summary 
May Jun Jul Category IV&V Observations 

The project continues to make steady progress in the build-out of the INSPIRE case 

e e e Project management system and recently went live with a new system release on 7/30/2025. 

Management IV&V is currently reviewing the updated Production System Restart Communication 
Protocol document, and formulating feedback based on industry best practices. 

BHA continues to address resource constraints and is actively recruiting a supervisory 
Resource role for the project team to reduce the workload for key project members and improve 

M M M Management their productivity on project tasks. They are exploring ways to enhance some of their 
operational duties (e.g., audit and compliance tasks) to free up capacity to focus 
more on critical project activities. 

www.publicconsultinggroup.com 6 



Executive Summary 

As of the July 2025 reporting period, Eleven(11) open findings. Five (5) Medium Issues, One (1) Medium Risk, Two (2) Low Risks, 
Two (2) Low Issues, and One (1) Preliminary Concern, spread across the Release/Deployment Planning, Test Practice Validation, 
Sprint Planning, Project Management, Resource Management, assessment areas are currently open. 

Open Risks/Issues by Category/Preliminary 
Concerns/Priority 

Software Development 

Resource Management 

Test Practice Validation 

Sprint Planning 

Release/Deployment Planning 

Project Management 

0 0.5 1.5 2 2.5 

■ Open 
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IV&V Findings & Recommendations 

Assessment Categories 
Throughout this project, IV&V verifies and validates activities performed in the following 
process areas: 

• Sprint Planning 

• User Story Validation 

• Test Practice Validation 

• Release I Deployment Planning 

• On-the-Job Training (OJT) and Knowledge Transition (KT} Sessions 

• Targeted Knowledge Transition (KT} 

• Project Performance Metrics 

• Organizational Maturity Assessment 

• Project Management 

• Resource Management 
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IV&V Findings & Recommendations 
Sprint Planning (cont'd) 

■ 

41 

Key Findings 

Low Risk: The absence of separate dedicated product backlog review meetings can lead to unclear 
priorities, misalignment with stakeholders, inadequate refinement, and an increased risk of scope 
creep. 

Update: BHA has identified a bottleneck in backlog processing, primarily due to a single team member 
managing the review, estimation, and assignment of tasks. While backlog items are prioritized, some 
from the current release cycle have been carried over, indicating a need for additional support in this 
area. The BHA team is actively working to streamline the process by identifying synergies across 
backlog items and refining the distribution of responsibilities to enhance efficiency and throughput. 

Recommendations 

BHA continues to conduct these meetings regularly and mature the practice over time, as they provide tangible 
value in sustaining project velocity and reducing rework. 

CAMHD and DOD implement a structured feedback management process with a prioritization framework to 
ensure that all new requests are thoroughly evaluated and aligned with project goals before being added to the 
backlog. 

Separate dedicated product backlog review meetings (during Sprints) would allow clarifying any ambiguities or 
uncertainties, re-prioritization, estimation and refinement of backlog items. This would allow the project team to 
avoid situations where decisions about including items mid-Sprint would have to be taken. 

IV&V recommends scheduling separate dedicated product backlog review meetings (during Sprints) where all 
relevant stakeholders are invited to review the product backlog and scheduled at the appropriate time(s) such 
that there is sufficient time to plan the design, development, and implementation (DOI) of the next release(s). 
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IV&V Findings & Recommendations 
Test Practice Validation 

■ 

2 

Key Findings 

Medium Issue: The lack of comprehensive automated regression testing has likely led to post­
production defects, causing user frustration. 

Finding Update: Release 4.13 Regression testing for is on track for 7/21/2025- 7/29/2025, powered 
by manual test cases while the Tosca license is renewed. Release 4.13 Regression testing was 
successfully completed on 7/29/2025. The current reliance on manual processes may limit testing 
efficiency and increase the likelihood of gaps in test coverage, which could lead to some defects being 
introduced into production. The Tosca Automation Regression Testing SME is ready to resume 
automated test scenario development as soon as licensing is restored. At IV&V's request, the SI has 
also begun detailed end-to-end flow recordings to validate ODD key processes, with completion by 
month-end. 

Recommendations 

To ensure effective Tosca testing, it is crucial for both divisions to align on a unified resource allocation strategy. 
Given the limited availability of resources, open communication and consensus-building are essential for 
optimizing tester utilization. By collaborating to prioritize testing efforts, share critical test cases, and identify 
overlapping areas, the divisions can achieve comprehensive regression testing without overburdening a single 
resource. This collaborative approach will balance workloads, streamline processes, and enhance test 
coverage, minimizing delays and bottlenecks. Ultimately, it will enable both divisions to efficiently meet their 
testing objectives. 

A balanced approach that combines manual and automated regression testing to ensure broad test coverage 
and flexibility. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Having board(s) in Azure DevOps or a document on SharePoint that provides information about the status of 
regression testing automation, to facilitate visibility and transparency to BHA project personnel and 
stakeholders. 

Schedule priorities should be reevaluated by distributing the work according to the resource bandwidth. This will 
ensure that the schedule is not impacted and that the work is done efficiently between regression testing and 
Golden Record (GR) tasks. 

Pursue and complete additional formal training in Azure DevOps and Tricentis for test automation as soon as 
possible and complete efforts to automate the two primary regression test scripts. 

IV&V recommends DDD and CAMHD to develop a common and consistent approach across divisions for 
performing regression testing. 

Determine if current regression testing timeframes are adequate, and if not, add more time to the pre-production 
regression test efforts for all release deployments. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

■ 

40 

Key Findings 

Medium Issue: Limited testing processes can lead to poor-quality software, project delays, and 
extended user acceptance testing. 

Finding Update: While regression testing for Release 4.13 was executed successfully as scheduled 
(7/21/2025- 7/29/2025), the continued reliance on manual testing, especially during Tosca license 
renewal, underscores broader limitations in test coverage and execution efficiency. Current practices 
may not fully exercise high-risk workflows or capture edge-case conditions, increasing the potential for 
undetected defects to reach production. IV&V encourages BHA to enhance its overall testing strategy to 
improve both the breadth and depth of test coverage, with a focus on critical business scenarios and 
high-impact functional paths. 

Recommendations 

IV&V recommends enhancing testing scripts to better align with high-risk and business-critical workflows. This 
may include incorporating a broader range of testing techniques such as negative testing (e.g., invalid inputs or 
edge cases), boundary testing, role-based scenario testing, and end-to-end workflow validation. Expanding the 
scope of testing in this way will help uncover hidden defects, improve system robustness, and reduce the 
likelihood of post-deployment issues. 

As part of this effort, it may be helpful to review recent production defects to identify areas where test coverage 
could be improved. Expanding smoke test scenarios to include key functional paths with a history of defects, 
along with exploring opportunities for automation, can contribute to more efficient and consistent post­
deployment validation. These enhancements are intended to support stronger release readiness and help 
minimize the risk of post-deployment issues. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Make efforts to implement a streamlined Root Cause Analysis (RCA) process to identify the causes of defects 
and prevent recurrence. Due to project resource constraints, propose timeboxing RCA efforts for each defect 
introduced into production. Timeboxing involves allocating a fixed period (e.g., 1-2 hours per defect or a set 
number of hours per week) for focused Root Cause Analysis (RCA) activities. These activities may include 
quickly gathering defect context, analyzing potential causes, and proposing corrective actions, all within the 
specified timeframe. Project PM(s) can oversee the tracking of corrective actions to ensure completion. 

IV&V recommends that, after fixing a defect, the SI incorporate relevant test cases to validate these fixes in 
subsequent releases. 

IV&V has requested an overview of the testing process, with a focus on process such as tracking test coverage 
and requirements traceability. 

A Stakeholder Register helps identify and understand all project stakeholders, ensuring needs are met and risks 
are managed through effective communication. A RACI matrix clarifies roles and responsibilities, improving 
collaboration, decision-making, and resource management, which are all critical for the success of IT projects. 

Identify stakeholders (output is Stakeholder Register) and develop a RACI matrix for testing. 

Review the overall testing process and implement any needed improvements identified. 
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In Progress 

In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

■ 

39 

Key Findings 

Low Issue: Due to on-going deployment processes and technical execution issues, the Project may 
continue to encounter defects and challenges, e.g., when releases are in production or in meeting 
projected timelines for production and non-production deployments. 

Finding Update: The R4.13 went live on 7/30/25. As of this reporting period, one (1) high-severity 
production defect remains unresolved. Although this finding is focused on deployments, the continued 
absence of defined root cause analysis (RCA) protocols including criteria such as defect severity, 
recurrence, and business impact reflects a broader and ongoing gap across the project. The project team 
has acknowledged this deficiency and is prioritizing RCA processes for certain calculator defects. The 
presence of multiple high-severity defects highlights the importance of proactively implementing a formal 
RCA framework to prevent recurrence, ensure consistent remediation, and reduce long-term risk exposure. 
IV&V will continue to monitor deployment quality across releases and Mid-Sprint Deployments (MSDs), 
with particular attention to emerging defect trends and the project's responsiveness to systemic issues. 

Recommendations 

The project team is recommended to develop and document a formal Root Cause Analysis (RCA) protocol that 
includes defined triggers for initiating an RCA such as severity 1 or 2 production defects, recurring issues, or 
stakeholder-reported impacts. The protocol should also establish clear roles and responsibilities for conducting 
RCAs and reviewing outcomes, along with setting timeframes for completing RCAs following defect identification 
or release. Additionally, incorporating standardized templates or tools for documenting RCA findings and 
associated corrective actions, as well as implementing a tracking mechanism to ensure those actions are carried 
out and monitored for effectiveness, will strengthen the process. Formalizing these elements will help ensure 
RCA practices are applied consistently, improve visibility into root causes, and support long-term defect reduction 
across future releases, including those related to FHIR, MSDs, and AER. 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

Recommendations 

Implement a streamlined Root Cause Analysis (RCA) process to identify deployment causes and prevent 
recurrence. To manage resource constraints, consider timeboxing RCA efforts-e.g., 1-2 hours per defect or a 
set number of hours weekly. Within this timeframe, focus on gathering context, analyzing causes, and proposing 
corrective actions. Project PMs can track these actions to ensure follow-through. 

automating deployments for resource savings, increased efficiency, consistency, The project should consider 
faster time to market, impro ved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

-

-
and qualified resources to support the current deployment processes. This may Ensure there are adequate 

require support from SI reso 
deployment components. 

urces to provide assistance and knowledge transfer for some more complex 

As appropriate, consult with the SI on best practices that BHA could employ to support deployment. 

Request the assistance of the Si's Solution Architect in reviewing and correcting issues associated with the 
consistency of configurations across environments, ensuring that the test environment is capable of testing ALL 
functions of any given release without the need for using multiple test environments. 

Request assistance from the Si's Solution Architect in reviewing deployment scripts to double-check for accuracy 
and completeness before commencing deployment activities. 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 
Recommendations 

The Project Team should consider evaluating potential changes to improve/enhance existing processes and 
communications to address current release/deployment shortfalls. 

IV&V recommends performing a Root Cause Analysis (RCA) in collaboration with SI for the continued concerns 
surrounding environment differences. 

IV&V recommends updating the Project's Configuration Management Plan to address the current needs of the 
Project. This should include specific checklists geared at ensuring repeatable promotional processes by DOH. 

Look at implementing 'hard' code freeze dates as well as test environment deployment dates to ensure that 
testing and deployment activities are not rushed. 

Ensure an operational and fully functional test environment is available to effectively conduct end-to-end 
regression testing prior to deploying a release to production. 

Develop a plan to institutionalize the execution of smoke testing for promotions to non-production and production 
environments. This will help to ensure that all components needed to test have been properly deployed prior to 
the actual execution of test activities. 
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Status 

On-going 

On-going 

On-going 

On-going 

On-going 

On-going 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ Key Findings 

Low Issue: Lack of oversight of the established defect management process could lead to lost/forgotten 
defects and user frustration and could slow the resolution of similar defects in the future. 

46 Finding Update: IV&V will continue to assess the project's adherence to Help Desk and defect 
management processes. IV&V encourages the project team to proactively capture and address feedback 
from the field such as issues reported with the Provider portals to support continuous improvement and 
end-user satisfaction. 

Recommendations 

The project records the history of a defect's severity in the corresponding ticket's description/notes section in 
ADO. For example, when a hotfix is deployed to mitigate a defect initially classified as "Critical," the 
description/notes section should document that the defect originally had a "Critical" severity rating. 

Based on Best Practices, updating the defect management documentation and having regular refresher training 
on the defect management process. 

Send communications to the project stakeholders to clarify the defect management process and the importance 
of logging all defects. 

Take steps to assure current and new users understand how to report and/or log defects. 

Consider designating a defect management lead or champion to oversee adherence to the process and assure 
all defects are logged. 

Keep stakeholders informed about defect status, priority, impacts, and resolution timelines. This could increase 
awareness of the importance of logging defects. 
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Open 
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IV&V Findings & Recommendations 
Project Management {cont'd) 
Recommendations 

Discuss ways to improve the defect logging and management process with the SI and come up with a plan to 
improve. 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ 
47 

Key Findings 

Medium Issue: The lack of a governance process for restarting production systems can impact service 
availability and frustrate end-users and hinder accountability. 

Finding Update: IV&V is currently reviewing the updated Production System Restart Communication 
Protocol document, and formulating feedback based on industry best practices. 

Recommendations 

Develop standard procedures for system restarts, including pre-checks, step-by-step instructions, and post­
restart verifications. 

Require formal approvals before initiating a restart, especially for INSPIRE, and document all actions in a 
centralized system. 

Define clear escalation paths for when restarts do not go as planned, including identifying contacts for technical 
support and management approval for additional interventions. 

Automate Restart Procedures where possible. 

The governance process is established, it should be effectively communicated to the project team. 

Provide stakeholders with a clear explanation of the reason for the restart and the lessons learned, while 
documenting the restart details in the defect record. 
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Status 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Resource Management 

■ 

34 

Key Findings 

Medium Issue: A shortage of BHA project resources could lead to reduced productivity and project 
delays. 

Finding Update: BHA continues to address its resource constraints by actively recruiting a supervisory 
role for the project team. Additionally, they are pursuing a Business Analyst position. They are exploring 
areas around security which could help with monitoring user activity along with PMP and third-party risk 
assessments. These developments mark progress in building internal capacity, and the team remains 
focused on enhancing both support and accountability within the project. 

Recommendations 

Consider identifying key security-related activities such as policy development, monitoring, or access oversight 
that could benefit from additional support. This could help provide clarity for discussions regarding the potential 
adjustment of existing roles or exploration of alternative solutions. A high-level overview of these activities may 
assist leadership in evaluating and addressing any potential gaps over time. 

BHA implement a structured knowledge transfer process when key personnel retire, including cross-training 
and documenting critical knowledge in the Dynamics Help Desk system. Regular updates to the knowledge 
base will maintain its accuracy, preserve essential information, and support smooth operational continuity. 

Utilizing peer-to-peer knowledge sharing, allowing experienced team members to informally share their 
expertise during team meetings. Additionally, creating internal documentation that outlines best practices and 
processes for developing security policies would serve as a self-service resource for the team. 
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IV&V Findings & Recommendations 
Resource Management {cont'd) 

Recommendations 

DOD and CAMHD have further discussions to optimize resource utilization between the two divisions. 

BHA should explore options for offloading project team members' daily responsibilities to other staff. 

BHA should work quickly to create new positions and receive State approval. 

BHA should identify tasks and duties that they can ask the SI to assume, as permitted by the contract, which 
are presently being handled by BHA members. 

BHA should explore the use of contractors to fulfill the functions for open project positions. 
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In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ 

14 

Key Findings 

Medium Issue: Due to multiple quality concerns, the project may continue to face impactful system 
defects. 

Finding Update: At the close of this reporting period, one (1) high-severity production defect remains 
open and is actively being remediated by the project team. Fixes for two high-severity defects were 
deployed in R4.13. While remediation efforts for existing production defects continue (see Appendix E), 
resolution of lower-priority issues has been delayed as BHA focuses on higher-priority tasks. The R4.13 
went live on 7/30/25. IV&V will continue to monitor key areas, including R4.12 defect resolution, future 
releases and any Mid-Sprint Deployments (MSDs). 

Recommendations 

Closer collaboration between divisions to review reported defects, ensuring a shared understanding and 
alignment, particularly regarding the severity and priority of production defects. 

Consider exploring tools and practices that support continuous code quality improvements that could help to 
establish quality standards and assure high-quality code that is secure and can be easily maintained. 

The project increases comprehensive testing prior to joint testing to reduce the burden on BHA testers and 
reduce post-production defects. 

The SI vendor add a "Found In" column to the daily scrum file to indicate the environment where each defect 
was identified. 

The SI vendor provides the total number of defects in production and reports these numbers regularly to BHA. 

Evaluate existing project staff skills and experience levels to ensure they meet BHA support requirements. 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

Recommendations 

Perform CAMHD revenue neutrality fiscal balance testing on a quarterly basis to ensure revenues are as 
expected. 

The project monitor implemented improvements for effectiveness. 

Performing an RCA in collaboration with the SI after all future release deployments for continual quality 
improvements. 

BHA and the SI collaborate on the necessary revisions to the submitted design deliverables to increase level of 
detail and quality. 
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In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ Key Findings 

Preliminary Concern: BHA does not currently have a streamlined report to identify active AER analytics 
users in production. 

52 Finding Update: The project team is reviewing the User Request. The plan is to prioritize the User 
Request during the backlog review meetings. IV&V will monitor the progress of the User Request to 
completion. 
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IV&V Findings & Recommendations 
Software Development 

■ Key Findings 

Low Risk: User activity tracking for viewing records is limited across systems, which may affect 
transparency and raise potential compliance concerns. 

Finding Update: Current audit logs in to Microsoft Dynamics show who has created or modified records 
53 but lack automated capabilities for threshold flagging. As a result, log reviews must be performed 

manually, making the process inefficient and limiting the ability to distinguish between legitimate and 
suspicious access. Additionally, there is currently no mechanism for conducting accurate random audits, 
which are necessary for compliance with both internal and external standards. The proposed solution 
involves using Microsoft Purview with Copilot to automate anomaly detection and notify administrators of 
abnormal access behaviors. Copilot is not included in the current enterprise agreement. Next steps 
include engaging Microsoft for licensing discussions, consulting with experts on Purview implementation, 
evaluating funding options, and exploring interim compliance approaches through manual or random 
checks. 

Recommendations 

Evaluate and prioritize Microsoft Purview through a cost-benefit and feasibility analysis, and initiate discussions 
with Microsoft to confirm Copilot licensing, integration feasibility, and an implementation roadmap to enhance 
efficiency and compliance. 

Develop and formalize policies and procedures for both automated and manual audit processes, including 
random audits, to enhance oversight and reduce risks. 
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IV&V Findings & Recommendations 
Project Management 

■ 

54 

Key Findings 

Medium Risk: The expiration of the Tosca automation license resulted in a temporary pause in 
automated regression testing for the BHA team, affecting testing efficiency and coverage. 

Findings Update: The Tosca automation license used by the BHA team had expired, which temporarily 
paused automated regression testing activities. This created some challenges for the team in 
maintaining their usual testing cadence and coverage. As a result, the team had to transition to fully 
manual testing efforts, which, while helpful, may not fully match the efficiency or depth of automated 
testing. 

Recommendations 

Ensure the Tosca automation license is renewed in advance to avoid disruptions to automated regression 
testing. 

Implement a tracking and notification system for license expiration dates to support timely renewals. 

Develop a documented backup plan to manage regression testing coverage through prioritized manual or 
alternative automated methods during any future tool outages. 
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IV&V Findings & Recommendations 

Project Performance Metrics 

Metric 

Velocity 

Description 

• Review and validate 
the velocity data as 
reported by the 
project 

• Verify the proJ 
on pace to hit 
total target nu 
of US/USP 

ect is 
the 
mber 
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IV&V Observations IV&V Updates 

Velocity Metric Trends: 

Release Planned Actual 

July· R4 13 was deployed to production on velocity velocity . 
7/30/2025. R4.14 is planned for production 
deployment on 10/1/2025. R4.13 126 78 

II 

Percentage 
attained 

62% 
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IV&V Findings & Recommendations 
Project Performance Metrics 

Release 

R4.1 

R4.2 

R4.3 

Golden Record Mid-Sprint 
(MSD) 

R4.4 

R4.5 

R4.6 

R4.7 

R4.8 

R4.9 

R4.10 

R4.11 

R4.12 

R4.13 

Phase 4 Releases Cumulative Variance 

Planned Actual Cumulative 
velocity velocity variance 

309 

85 

85 

0 

240 

95 

84 

111 

111 

111 

111 

111 

110 

126 

114 

174 

124 

68 

225 

76 

103 

50 

107 

71 

162 

132 

111 

78 

-195 

-106 

-67 

-14 

-33 

-14 

-75 

-79 

-119 

-68 

-47 

-46 

-94 

~ 
lJ 
g 

PHASE 4 RELEASE VELOCITY 

~ 71 

~---------------._.__........___.........____,, ___ __. __________ ....._ _________ ....... _________ .__ 
...J 

~ 

RELEASES 

■ Planned velocity ■ Actual 
velocity 

-119 

Cumulative variance 

Note: The SI has been working on areas not currently reflected in the velocity numbers shown in the table above. 
Once the SI provides those velocity figures, IV&V can incorporate them into the table. ~ 
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IV&V Findings & Recommendations 
Project Performance Metrics {cont'd.) 

Metric 

Defect Metrics 

Description 

Understand and track the 
following: 

• Defects by category 
(bug fixes) 

• USPs assigned to 
defects in a release 
vs. USPs assigned to 
planned US in a 
release 

IV&V Observations 

July - Velocity was estimated at 126 USPs 
for R4.13, 78 USPs were promoted to 
production on 7 /30/25. 11 of the 78 USPs 
were for defect fixing. 
•86% of the USPs were associated with user 
stories and requests. 
•14% of the total USPs were associated with 
defects encountered during the release 
effort or pulled from the defect backlog. 

IV&V Updates 

The defect percentage for July was 
14%* which is under the target range of 

20% or less of all USPs promoted 
to production 

Note*: This defect percentage does not include defects under warranty that are assigned zero (0) User Story Points. 
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Appendix A 
IV&V Rating Scales 

This appendix provides the details of each finding and recommendation identified by IV&\/. Project stakeholders are 
encouraged to review the findings and recommendations log details as needed. 

• See Findings and Recommendations Log (provided under separate cover) 
• IV&V Assessment Category Rating Definitions 

The assessment category is under control and the current scope can be delivered within the current schedule. 

The assessment category's risks and issues have been identified, and mitigation activities are effective. The overall 
impact of risk and issues is minimal. 

The assessment category is proceeding according to plan(< 30 days late). 

The assessment category is under control but also actively addressing resource, schedule or scope challenges that have 
arisen. There is a clear plan to get back on track. 

The assessment category's risk and/or issues have been identified, and further mitigation is required to facilitate forward 
Y progress. The known impact of potential risks and known issues are likely to jeopardize the assessment category. 

Schedule issues are emerging ( > 30 days but < 60 days late). 

Project leadership attention is required to ensure the assessment category is under control. 

The assessment category is not under control as there are serious problems with resources, schedule, or scope. A plan 
to get back on track is needed. 

The assessment category's risks and issues pose significant challenges and require immediate mitigation and/or 
escalation. The project's ability to complete critical tasks and/or meet the project's objectives is compromised and is 
preventing the project from progressing forward. 

Significant schedule issues exist(> 60 days late). Milestone and task completion dates will need to be re-planned. 

Executive management and/or project sponsorship attention is required to bring the assessment category under control. 
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Appendix A 
Finding Criticality Ratings 

Criticality 
Rating 

Definition 

A high rating is assigned if there is a possibility of substantial impact to product quality, scope, cost, or 
schedule. A major disruption is likely, and the consequences would be unacceptable. A different approach 
is required. Mitigation strategies should be evaluated and acted upon immediately. 

A medium rating is assigned if there is a possibility of moderate impact to product quality, scope, cost, or 
M schedule. Some disruption is likely, and a different approach may be required. Mitigation strategies should 

be implemented as soon as feasible. 

A low rating is assigned if there is a possibility of slight impact to product quality, scope, cost, or schedule. 
Minimal disruption is likely, and some oversight is most likely needed to ensure that the risk remains low. 
Mitigation strategies should be considered for implementation when possible. 
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Appendix B 
Inputs 

This appendix identifies the artifacts and activities that serve as the basis for the IV&V observations. 

Meetings attended during the July 2025 
reporting period: 

1 . Daily Scrum Meetings 
2. Daily Design Meetings 
3. Twice-Weekly Project Issues Meetings 
4. Weekly BHA-ITS Program Status Meeting 
5. Bi-Weekly Check-in: CAMHD 
6. Bi-Weekly Check-in: ODD 
7. BHA (CAMHD & DOD) IV&V Joint Meeting 
8. IV&V Draft IV&V Status Review Meeting with DOH 
9. DOH BHA IT Solution Project - Steering 

Committee 

Eclipse IV&V® Base Standards and 
Checklists 

Documert 

www.publicconsultinggroup.com 

Artifacts reviewed during the July 2025 
reporting period: 

1. Daily Scrum Notes 
2. Twice Weekly Issues Meeting Notes 
3. Weekly BHA-ITS Program Status Report 
4. Release 4. 7 Release Notes 
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Appendix C 
Project Trends 

www.publicconsultinggroup.com 

Test 
Practice 

alidation 
Sprint 

Planning 
Release/ 

Deployme 
nt 

General 
Project 
Manageme 
nt 
Resource 

Manageme 
nt 

otal Open 
Findings 
Issue-
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medium 
Issue-
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Risk-high 
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Prellminar 
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0 

0 
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0 0 0 0 0 

10 10 10 

0 0 0 

0 0 0 0 0 

0 0 0 

0 
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Appendix D 
Acronyms and Definitions 

Acronyms 

DOH 

BHA 

CAMHD 

FHIR 

DOI 

ODD 

SI 

USP 

SME 

SIT 

MS 

MSD 

ADO 

SLA 

RCA 

UAT 

OJT 

KT 

SFTP 

IV&V 

MQD 

Definition 

Department of Health 

Behavioral Health Services Administration 

Child & Adolescent Mental Health Division 

Fast Healthcare Interoperability Resources 

Design Development Implementation 

Developmental Disabilities Division 

System Integrator 

User Story Points 

Subject Matter Expert 

System Integration Testing 

Microsoft 

Mid Sprint Deployment 

Azure DevOps 

Service Level Agreement 

Root Cause Analysis 

User acceptance testing 

On-the-Job Training 

Knowledge Transition 

Secure File Transfer Protocol 

Independent Verification and Validation 

Med-QUEST Division 

CMS Centers for Medicare & Medicaid Services 

AER Adverse Events Report 
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Appendix E 
List of Production Defects 
ID • Worklte 

33841 Bug 

3 34110 Bug 

4 34238 Bug 

34242 Bug 

6 30634 Bug 

30726 Bug 

8 35317 Bug 

33550 Bug 

10 35450 Bug 

11 36383 Bug 

12 37694 Bug 

13 37733 Bug 

14 37791 Bug 

15 37793 Bug 

16 39797 Bug 

17 39977 Bug 

18 40233 Bug 

19 40499 Bue 

• Divis1 • Title 

Bug - Calculator 3.0 - Users able to schedule service past 

DOD ISP end date again Pending Approva l 

Bug - Individual Budget unlinking from Service 

ODD Authorizations New 

CAM HD BUG -Assessment Entity Initial Save Time - IMHE Evaluated_On Hold 

Bug - Case Merge • Contact Notes not merging; 

ODD Permissions error New 

CAMHD Bug - Credentialing documents not copied into 

CAM HD PROD during Data Migration Completed in QA_Test 

ODD Portal signature fields do not accept touchscreen input Evaluated_On Hold 

DOD ODD - Plan Services with no Provider Plan Active 

Bug: "Progress Notes Associated to Invoices" page not 

CAMHD loading New 

DOD ODD - Calculator not printing correctly Pending Approva l 

DOD DOD - Calculator problem with paid base and add on New 
DOD - TCM batch file date is different in PROD from other 

DOD environments Pending Approva l 

DOD - Incorrect Columns displaying on Provider Plan 

DOD subgrid (Action Plan tab of ISP) Evaluated_On Hold 

DOD - CIT Referral: Create Document Location Flow 

ODD Failures Ready for Code Review 

ODD DOD - ISP Report Generation Issues New 

ODD DOD - AER entry error when Provider tried to submit the AER New 

ODD - ABAS Scores not populating correctly on Case 

DOD Summary when record is deactivated 

ODD AER - OCB supervisor not receiving AER notification emails 

CAMHD - Provider Portal Diagnosis downloads does not 

CAM HD work 

Completed in QA_Test 

Pending Approva l 

Approved 
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3 3 - Medium PROO 

2 3 • Medium PROD 

2 3 - Medium Prod 

3 3 - Medium PROD 

3 3 - Medium PROD 

2 3 • Medium PROD 

2 3 - Medium PROO 

3 3 • Medium PROD 

2 3 - Medium PROO 

2 3 - Medium PROD 

2 3 - Medium PROD 

1 3 - Medium PROO 

2 3 - Medium PROD 

2 3 • Medium PROD 

2 3 - Medium PROD 

1 3 - Medium PROO 

2 3 • Medium PROD 

12- Hieh PROD 

5/17/2023 8:22 

7/27/202315:40 

8/17/2023 2:33 

8/17/2023 8:44 

2/16/202115:45 

9/17/20219:07 

6/24/2024 9:06 

3/31/2023 17:11 

7/26/2024 8:36 

9/26/2024 9:19 

1/29/2025 8:25 

2/5/2025 5:37 

2/10/2025 9:30 Design Errors 

2/10/2025 10:06 

4/16/2025 5:29 

5/6/2025 8:31 

6/9/2025 10:50 

7/8/202510:10 Codine Errors 

,.. RCA Description 

<div>Flow was assuming the subfolder&nbsp;<span style="font· 

family:Consolas, &quot;Courier New&quot;, monospace;background­

color:rgb(255, 255, 254);display:in line 

!important;"> 'CIT&nbsp;Referral&nbsp;and&nbsp;Recommendations'</span> 

for the Customer existed.&nbsp; If for whatever reason it didn't exist, it was not 

set up to account for that.&nbsp; </div><div style="color:#OOOOOO;background­

color:#fffffe;font-family:Consolas , 'Courier New', monospace;font­

weight:normal; "><br> </div> 

<div>Current process times out after 3.8 minutes causing errors seen above (the 

POST error).&nbsp; For Providers who work with large number of Customers, the 

amount of diagnosis records that are returned by the query can take a long time 

to process. We've seen anywhere from 2.5 - 3k Diagnosis records be near the 

upper limit to push us over 3.8 minutes.&nbsp; When investigating it was noticed 

that the code is making numerous API ca lls per record to get things such as 

optionset values and what not.&nbsp; These can be made once and stored to 
make the code more efficient and pose less of a timeout risk.&nbsp: </div> 
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Codequallty 

-- ---- --Thelad(of(Omprehensiw, R3.3introduw:1 a defect that deprecated ff/aturesin produ«ionspecificto lntegratedSupport l . Toerisurttffeet:iveTo~testing, it is crucial for both divisions to 7/31/25-Release4.13 Rtgression testingfor ison tr.ickfor7/21/202S-7/29/202S,poweredby manualtertcaseswhile theTost:ll lietnse Test Practice 
automated ~ession testing has and Lile Trajectory fun(tionality. 000 has informed IV&V that tile((' a"' othere>Qlmples of align ot1 a unified resouN;e allocation strategy. Giveri the limited is renewed. Release 4.13 R~ssion testing was successfully completed on 7/29/2025. The current reliance on manual processes may Validation 
likely led to post-produt:lion defects, funetionality being deprecated after a release, some of which are still being invest ipted. As of avai lability of re,ources, open communication and eonseruus-building limit l est ins efficiency and increase the likelihood of gaps in test(Overage, which could lead 10 some defeel:$ being introduced into 
~ usinguserfrustration. ttlisr~ort,IV&Vha,:not evaluated theprojeet's rootcause analysU:(RCA)proeessustdto areesstntialforoptimirlngtesterutilization.By collaboratingto production. The Tosea Automation Regression Test ins SME is ready to resume automated test scenario developmen1 as soon as li«n$ing 

determine why such funt:lionality was dep,e~ted but will discuss further wilh BHA in January prioritiie testing effort$, share critical test eases, and identify is re,tored. Al IV&V's request, the SI has also begun detailed end-to-end flow record ings to validate 000 key processes, with completion 
2020. overlappingareas, the divisions canachievecomprehensiveregression bymonth-end. 
Thoroughvettingandvalidation ofl"f/gressiontestcases are necessaryto preventdefecis testintiwithoutovetburdeningasingleresource.Thiscollaborative 
when a release is pushed live. When d~oeeurin production, lhe project sho1,1ld follow a approach will balanee worl<.loads, sireamline processes, and enhanee 6/30/25 - Regression testins for Release 4.13 is on lr.lck for 7/21/2025 10 7/~/2025 and ise~peeted to incorporate manual and 
defined and repeatable process for determining the root eause of the problem. t est coverage, minimilJng delays and bottlenecks. Ultimately, it will automated lestin,. The Tosea Ao.rtomated Regression Testing SME is progl"f/ssing with the automation of OOOtest S<enarios pert he 

enable both divisions to tfficiently meet their testing objectives. 

2. A balaneed approaeh t llat combines manual and automatd 
regressiontesti"lltoerisurebroadtestcoverage andn~bility. 

timeline. Th is effort is intended to reduce manual testing effort, enhance test reliability, and establish a more 1,1nified and 5Ulable test 
framework. To s1,1pport the acwracy and effectiveness of lhe automalion effort, end-to-end flow re(Ordinis of each DOD module have 
b~n l"f/q1,1ested to help with business lasie implementation, with partie1,1lar emphasis on comple11, role-based worl,;flows. 

S/31/25-RegressiontestinswassucussfullyeKecutedfromS/l9/2025to S/28/2025. PCG'sPhaselanalysis ofOOO's tes1 infrastl\let1,1re 
3.Havinsbo.lrd{s)inAlureDevDpsoradoeumenl onSharePointthat hasfacilitated itsseleetion ofahybridapproachcenlel"f/don Q"eatingautomated regression tests.The Tosca Ao.rtomatedRegression 
provides infon'l'lation about the status of regl"f/ssion l esting Tesling SME is streamlining the OOOtesu to integrate wilh CAMHD lests, an effort e~peeted to re<:luce manual lestins time, improve l est 
automation, to facilitate vis ibility and transparency 10 BHA project reliability, and provide a unified frameworl<.. 
personnel and stakeholders. 

4/30/25 - R4.ll Regl"f/ssion testing was sucussfully eKecuted from 3/25/2025 104/2/2025. CAMHD e~ecuted both manual and automated 
4. IV&V l"f/eontmends reevaluating the S<hedule priorities by tests, while ODO carried out manual regression tesling. 
distributing the wort,; according to lhe resourt:e bandwidth. This will In April 2025, the project onboarded a ToseaAutomated Regression Testing SME. The overall approach for automated l"f/Sression testing 
ensul"f/ that the sdled1,1le is not impacted and !hat the worl<. is done will be fina lii ed by the end of April 2025, with W!(:ution eontin1,1ing throush May 2025. 
efficientlybetwttn regreuiontestinsandGolden Re(Ord (GR) . The INSPIRE project will have an updated suite of automated l est scripts, along with knowledge transferandtrainingfOftheidentified 

OOOstaff. 
S. P1,1r$1,1eand completeadditionalformal1taininginAz1,1reDev0ps and 
TricentisfOftestautomation assoonand(Ompleteeffortsto 3/31/25-TheSlhas 1,1pdatedtheAERresression 1estscripU.Resression testing fOfR4.llbeganon3/25/2SandisS<heduledfor 
automate !he lwO primalY regression test S<ripU. (Ompletion by4/2/25. For this release, CAMHD will p,!rform both manual and automated testln& while OOOwill primarily foew: on manual 

regl"f/ssion l esting. To ens1,1re (Ontinued 5upport for futul"f/ Phase 4 releases-R4.12 and beyond-the project will be onb0;1rding a Tosea 
6. IV&V l"f/eontmends ODD and CAM HO to develop a common and Automated Re(ression Testing Subject Matter E,cpert (SMEI in early April 2025, with wort,; sdleduled to begin subsequenl ly. This effort is 
(Onsistent approaeh aeross divisions for performing resression testing. expected 10 take place in April and May 2025. Upon completion, the INSPIRE project will have a fully updated and (Omprehensive set of 

automated lestscripts.Additionally.documentation, knowledgetransfe.-,;indtraininswillbeprovidedlotheDDDstafftoensuretheyCiln 
7.0etermineifcurrentregressiontestingtimeframes;,re;,dequate effectivelymainlainand updatethescriptsgoingforward. 
andif not,addmoretimetothepre-productionregressiontestefforts 

-

Due to multiple qual/ty concerns, System defects Identified In Augusl 1ha1 affected claims were due10 multi-faceted quality IV&V recommends: 7/31/25-Atlhetloseofthlsreportlngperiod,one(l)hlgh-severityproductlondefectremalnsopenand lsactlvely belnsremedlatedby SoftwareOevelopmem Issue 
the project may continue 10 face lsstJes were lndMdually addressed durins this reporting period. IV&V noles 1hat there Is one 1. aoser collaboration between divisions 10 review reported defects, the project 1eam. Fixes fOf iwo high-severity defects were deployed In R4.13. While remediation efforts for exlsilng production defects 
lmpactful system defects. remaining defect still belnsevaluated thal affects a limited number of clalrns. OVerall, t he ensurlns a shared understanding and allgnmenl, partlc1,1larly regarding continue (see Appendix E), resolution of lower-priority Issues has been delayed as BHA foeuses on hlgher-prloritytilSks. The R4.13 went 

ShortillleofBehavloral Health 
Administration{BHA)project 

Project Team has responded with a commitment 10 lncreilSe project quaHty and ls 1n the the severity and priority of production defects. live on 7/30/25. IV&V will continue to monitor key areas, lncludins R4.12 defect resolut ion, future releases and any Mid-Sprint 
proces.sofldentify(nglmprovements1o assoclatedtes1lngprocesses.These current lylndude: Oeployments(MSOs). 
Pe.-formlngRevenue NeutraHtyTesllng 1oensureexpected revenueS1reamsare largely 2.Conslderexplorlngtoolsandpractlces thaisupportcontlnuous code 
unchanged from one period to lhe ne:rt. ConductlngS)'Stem Integration Testins, User quality lmprO\lemcnts that could help to establish quality standards 6/30/25 - Since the R4.12 deployment to production on 5/29/2025, users have reported five (5) production defects {iwo (2) high severity 
Acceptance Testlns, Performance Tesllng, and Regression Tesllng fOf Release 3.10. IV&V will and assure high-quality code !hat Is secure and a n be easily and three (3) medium severity) wfllch the project team ls actively remedlatins. While remediation of exist ing production defects {see 
continue to monitor lhe l est lns efforts throughout the balance of Release 3.10 and valldaie maintained. Appendix E) Is onsolng, resolution of lower-priority Issues hilS been delayed due to 1he project's focus on higher-priority 1asks. IV&V wlll 
that enhanced quality processes, lncludins lndusiry standard regression tesilng, continue for continue 10 monitor key areilS, lncludlng R4.12 defect resolution, FHIR Implementation, any Mld-Sprlnl Deployments {MSDs), and progress 
AgileRelease3.11forward. Flnally, IV&Vrev1ewedandprovldedfeedbackon the HelpOesk 3.TheprojectlncreilSescomprehenslvetest lngprlorto)olnttestinsto on theAERsolution. 
and Semamlc Layer design doeumems per l"flquest and found that both doeumenls lacked reduce the burden on BHA testers and reduce post-production /31/25 - R4.12 was deployed to production on S/~/25, followed by successful smoke lestlngon 5/30/2025. Users have reported three {3) 
design details. defects. production defects which the project t eam Is analyzing. During May 2025, one new medlum•severlty production defect was reported. The 
The Identified quaHty Issues have negatively affected DOH bllHng processes and DOH has project 1eam continues remediation of existing production defects {see Appendix E), though resolution of lower-priority Issues has been 
statedthesearethemostlmpactfuldefectsdlscoveredtodate. 4. The SI vendor add a "Found In" column 10 the daily scrum file to delayed as BHA focw:es on higher-priority 1asks. Additional production defects may emerge as users comlnue to engage with the R4.12 

lndlate the environment where each defect was ldemified. functionality post-go-live. 

s. The SI vendor provides the 101al number of defects In production 4/30/25 - R4.11 was successfully deployed on 4/3/2025, with Smoke Testing successfu lly completed on 4/4/25. A Mld-Sprlm Deployment 
and reports these number$ regularly to BHA. {MSD) was also performed on 4/18/25, which Included four {4) User Stories. 

One of 1he 1wo prevlow:ly reported hlgh•severity defects was resolved and deployed with R4.11. The second lsstJe appeared to be related 
6. The project evaluate existing project staff skills and experience level to a Mlcrosolt sefViee error and was resolved on 4/18/25, when Microsoft perlormed a rollback. Add ltlonal unresolved production defects 
toensuretheymeetBHAsupportrequlremenlS. have been Identified following the R4.11 deploymem, and the project team Is currenttv working to confirm 1he numbef of new defects. 

Theproject teamcomlnuestoaddress01herou1Standlngproductlondefects{seeAppendlxEforde1alls). BHAlscurrentl'fprloritlilng 
7. The project perform CAMHD revenue neut rallty flseal balance higher-severity tasks, which have delayed the lhe resolution of lower-priority Issues; however, remedlallon efforts remain onsolng. IV&V 
test Ins on a quarterly bilSls to ensure revenues are as expected. will closely monitor R4.11, FHIR lmplemenlallon, any Mid-Sprint Deploymenis (MSOs), and lhe AER solution. 

g_Theproject asslgn dedlcatedresources to provldeoverslghtof 3/31/25- TheAERsolutionisin productlon. Theprojectteamdoselymonltored thesolutlon1oeruurestablllty,qulcklyresolvelsstJes, 
CAM HD Fisal Processes. and help W:efS adjust to the new system (also known as Hypen:are); Hypen:are ended on 3/21/25 and 1he project Is prlorltlzlnti the 

productbacklog.TheAERteamworkeddlligent ly to closealldefectsreporteddurlng Hypercare.The AERsolullon'sprogresslsbelng 
9. The project monitor implemented lmprovemenis for effectiveness. diS<ussed In regular meetings between key stakeholders. 

Slnce1hedeploymentofR4.10 on 2/6/25,theprojecthasldent lfledaddltionalunresolvedproductlondefects,lncluding1hlgh•severlty 
10. Performlns an RCA In collaborallon with the SI alter all future defect, In Azure DevOps {ADO) {see Appendix E fordeialls). BHA Is pl'lorltlzlng higher-priority tasks, which has delayed the resolut ion of 
release deployments for continual quality Improvement. these lower-priority lsstJes, although remediation efforts are undefWaY. 

Key BHA project resources have reponed constraints on how much lime they e;,n devole 10 IV&V recommends: 7/31/25 - BHAcontlnues to address its resource constraints by actively recl\liting a supervisory role for the project team. Additionally, Resource 
the project. The departure of the Ch ild and Adolescent Mental Health Division (CAM HO) l.Conslde.- identifying key seturitv-relaled aclivitles such as policy they ;,re purs1,1lng a Business Analyst position. They are exploring aren around security which could help with monitoring user acllvity Management 

resources could lead to reduced System Manilllement Office Manager ;ind CAMHD Inspire Project Lead could further Impact development, monitoring. or iltcess oversight thal could benefit from along with PMP and third-party riskassessmenlS. These developments mark progress In building Internal a pacity, ;ind the team remains 
productivity and project delays. the project If OOH eann01 acquire s1,1itable resources. The lack of opacity of the OOH test addit ional support. This could help provide darity for discussions focused on enhancing both support and accountability within the project. 

script developer hilS slowed OOH's automated test script development. 
lfBHAb unabletofullystafftheproject and thelr emtlng resourcesconllnue tobe 
eonstralned,theprojectcouldHp,erienteareductionlnproductlvllyandproject delays. 

regardinsthepotential adjustmentofexlstlngrolesorexplorat lonof 
altemal ive sollltions. A high-level overview of these activities may 6/30/25 - BHA continues to face ongoing resource constraints. The project has identified cyberseeurity wort,; that would benefil from 
asslst leadenhiplnevaluating;,ndaddresslnganypotential gapsO\ler supportbylndividualswitharelevant batkground. Theproject hnproactlvelyldentlfledtaskss1,1ch as drafting securitypolicles,revlewing 
time. procedures, and Implementing prOlotols ;ind security monitoring as functions that are currently handled alongside regular workloads. 

These iasks co1,1ld bestrenglhened by the lnvolvemenl of reso1,1rces with a cybersecurity background. While e:rtemal teams, such ;is 
2. BHA Implement a structured knowledge lransfer process when key Enterprise Technology SefVices (ETS) and the Health Informat ion Systems Office (HISOI, provide valuable s1,1pport, there is currentl'f no 
personnel retire, illdudlngcross-tralnlng and documenting critical tenlrallzed ownership or accouniabllity for cyber$ee1,1rlty wllhln the project team. SHA rs lmplemen1lng cross-training to bener balance 
knowledge in the Dynamics Help Desk system. Regular 1,1pdates to the workloads and Increase team fleKiblllty, while also Hplorlng addltlonal resources to address Cilpaclty eonslralnts and rnalnialn focus on 
knowledgebasewill malniain ltsaccuracy,preserveessentlal 
lnforma1lon,andsupportsmoolhop,erallonal con1lnuity. 

critical project activities. 

3. Ut ilizing peeMo-peer knowledge sharing, allowing eq,erlented S/31/2S • BHA Is currenttv facing resource challenges In see1,1rity monitoring, Including limited Slaff fOf managing security tasks, no 
team members to Informally share thelrexp,ertfse during team dedleated p,er$On to review audit logs, and a lack of 1ools fOf efficient loganalysfs. To address lhese Issues, the team is exploring several 
mee1lngs.Addltlonally,creatingintemaldocumen1allon1ha1outllnes optlons,such asengaglngacybersecurityconsultant andrequestlngaddltlonal fundlngforsecuritysupport. ln theshort term,theyare 
best practices and processes fordeveloplng see1,1rity policies would also nplorlng the incorporation of cyber$eeurity !asks Into edstlngadmlnistratlve roles. 

4/30/25-Toaddressafewofthe resourcechallengestheprojecthasfaced,inearlyApr11 2025,DDDonboardeda TosaAutomated 
4. DOD and CAM HD have further discussions to opllmize resource Regl"f/sslon TesllngSubject Matier Expert (SME). To 5upport a successful onboarding, DOD provided system demos, tralnins materials, and 
utilizat ion between the two divisions. facilitated collaboration ...Uh the CAM HO and SI team. Internal DOD resources have been Identified for knowledge t ransfer rl!lated to 

regl"f/sslon 1est lns. Thlswlll enableaneffectlve t ransitlonformalnlainlng the automatedtestingsufte. Addlt lonally,CAMHDand DDDare 
s. BHA should explore options for offloading project team members' actively working to identify and sewre resources to support the Business Analyst roles. 
dallyresponslbilitlestootherstaff. 

3/31/25-BHAlsactlvelydocumentlngknowledge1omanagestaff1ranslt lonsand reduce resourcestraln.The 1eam ls creatlngknowledge 
6. BHA should work qulckly lo create new positions and receive State transfer articles lo capture key Information, but some gaps remain. A key challenge Is converting Issues Imo clear, documented articles, as 
approval. Informal communiation (emails, ealls, or ad hoc dlscussioru) ean bypass lhe help desk system. To improve (Onslstency and visibility, BHA 

rsworklng toensure allrelevantlssuesareproperlyloggedas helpdeskeaseswhen approprlate.To further addresstheresourclng 
7. BHA should Identify tasks and duties !hat they can ask the SI to challenge, DOD will be onboatding a TosCil Automated Regression Testins Subject Maner Expert (SME) In early Aprll 2025 10 improve cross-
•ssume, as permitled by the contract, which are presemly belnj train ing and support. The kickoff meeting look place on 3/17/25. As part of this project, PCG will work with DOD to Identify the resources 
handled by BHA members. and processes for the ongoing maintenance of l"f/gression test ing scripts. Additionally, training will be S<heduled in May 2025. 
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Of/ploymtntproceu. 

Umitedtestin, 

Backlog meetings 

-- ---- -- -
Due to on-going deployment Sevflral post-production bugshavebet1ntneounttred in the Phase4 release, R4.4. l . Thep,ojeetttamisl'('(Ommendedtodevf/lopanddo,;umenta 7/31/25-The R4.13Wl:'flt l~on 7/30/25. Asofthisreportingptriod,ont(l ) higll-stw!rityproductiondtff/ctremains unrtsolvt<:I. Reluse{Oeployrnent Issue 
pl'O(~t and technical «ecution Regarding the bus, "Human Serviets Research Institute (HSRI) Row is hiiling in production" formal Root Cause Analysis (RCA) protocol that ineludes defined Although this finding is foeused on deploymtnts, the continued absence of defined root cause analysis (RCA) protocols including t:riteria Planning 
i$$U~, tile Proj&tmayeont inueto (bug#34886 tri~rsforinitiatinganRCA such as severity lor2produ«iondtre<U, such asdmetsevflrity,~tn'n«,and business impactrefl~abro;iderandongoingppacross theproj&t. The proj&ttum has 
ericount~defecu and challen~s, https;//dev.azure.eorr,/OOHBHA/DOH"20BHA%20INSPIRE/_workittms/edit/34886J, what is in recurring i$$Uts, orstaktholdtr-rtporttd impacts. The p,ot<><:ol should acknowledgtd this dtficit nt:y and is prioriti•infl RCA proet$$tS for certain c:alculatordefects. The prtstnceof multiple high-litverity 
t.g., wlltn releasts are in production dtvtlopmtnt and deployed is vast ly difftttnt from what was dtploytd to production. 
orinmtetingprojected t imtlinesfor 
production and non-production Therootc:austforthtse errol"$iScurrtntlybting investigattd. 
dtployments. 

Reptatable doeumenttd rel,_ and dtploymtnt and resourcts e,cperien(td with 
dtployments will help ensure that mist akes art minimiztd and that functionality is not 
mistakt nlydeprecattdwhendeploymtntstakeplace. 

also tstablish dear rolts and responsibilitits for conducting RCAs and dtft<:U highlights tht importanee of proactivtly impltmtntins a fonnal RCA framewori< to prevtnt recurrenct, ensure eonsisttnt 
revitwing outcomts, along with sttting t imtframes for complttins remediation, and reduce lons-tt rm risk e>IPOSure. IV&V will continue to monitor deployment quality atl"O$$ reltasts and Mid-Sprint 
RCAs following dtfeet identilic:ation or releast. Additionally, Otploymtnt5 (MSO$), with partieular atttntion to ,merging dtfeet t rends and tht projf/rt's responsivtness to systtmie i$$UtS. 
ineorporating standardiztdtemplattsortoolsford<><:umtntin,RCA 
findings and aMOeiattd eorrective actions, as wtll as impltmentin, a 6/30/2S-A Mid-sprint dtployment (MSOI with two (2) defect fiKtS was suecessnilly deployed on 6/2B/202S. IV&V has not yet rectivtd 
tradins meehanism to ensure those actions are carritd out and documtntation of a formalized Root cause Analysis (RCA) proeess, ineludin, fordeplaymtnt-rtlattd i$$UtS. Tht projttt team has 
monitored for efftttivtness, wil l st rengthen tht proeess. fom,alizin, acknowlt dgtd tht importance of RCA. While this finding highlights deployments, the abstnce of dtfintd RCAprot<><:ols and criteria such 
thtsetltmtntswillhelp ensureRCApracticesareapplitdeonsistently, assevtrity,recurrtnet,Mbusintssimpaetofdefectstlrttndsaerosstllebroaderprojtrt.Thtprojtct ttamhasaeknowledgtdthesegaps, 
improve visibility into root causes, and support lon,·tt rm defW thtv havt indieattd that efforts to address them are still tv0lvin1, and thty may eonsiderprioritizina RCA efforts at a late.- dattonee 
reductiOf"I aeross future rel,_,, includina those relattd to FHIR, higher priority f,,,nctionality has been implemtnted. Establishing this fr.imework could htlp tnsureeonsistent application, support 
MSOs, and AER. etlectivt rtmtdiation of ~rrin, issues, and reduce lon,-ttrm risk. lV&V will eontinue to monitordtploymtnt quality aeross R4.12, FH llt 

Mid-SprintOeploymtnts(MSOS),andtheAERsolutionforanytmergin,dtftttt!"fflds. 
2. lmpltmtnta strtamlinedRootcauseAnalysis(RCA)proeessto 
idtntifydtploymt ntcausesandpreventrecurrence. Tomanage S/31/2S-R4.12wassueeessfully deploytdtoproductiononS/1!J/2025.However,therewasamisundel"$tandingaboutwhtthtrOf"leof the 
resouret constraints, wnsider t imtboxing RCA efforts-, .g., 1-2 hours items on tht deploy list was aet\Jally deployed. lV&V is having diSCu$$ions with tht dtploymtnt ttam on how the process can be improvtd 
ptr dtfttt Of" a stt number of houl"$ weekly. Within this timtframt, to avoid such misunderstandings from recurring. While the projeet ttam reports that a Root caust Analysis (RCA) proee» exists, IV&V has 
focus "" gatllerin, context, analyzing causts, and proposin, eorreetive not received d<><:umtntati<>rl of a formaliztd proeess. Additionally, fonnal protocols and dtfintd critt ria fOf initiatin, RCAs have not yet 

actions.ProjeetPMsean traekthese actionstotnsurefollow-throuah. beentst ablished.Speeifically,thereisnodoeumtntedguidaneeoutliningthetriu;ers,thresholds,oreonditiOnsunder whichanRCAis 
required(e.a.,stverity,rtW1ttnee,orbusinessimpactof dtfttts) .Thispp limits theconsisttntandeffeetivtapplie.lti0nofRCApractices, 

3. The Projttt should eonsidtr automating dtploymtnts fOf resouree reducing thtirutility in addressing and prtventing recurring production issues. IV&V tncouraies timtly adoptiOf"I oftllese praetices to 

savings, inettased effieieney, consisteney, fasttr time to mari<tt, support lon,-ttrm quality improvement and will continue mOf"litoring deployment quality aCl"O$$ R4.12, FHIR, MSOs, and the AERsolution 
improvedeollaborationandreliability,scalability,version wntrol foranyrelated dtltettrends. 
inttgration,androllbaekcapabi lity. 

4/30/2S- R4.11 was sueeessfully deploytd on 4/3/202S, with Smokt Tt sting sueeeufully wmpltted on 4/4/25. A Mid-Sprint Otplayment 
4. Ensure thtre are adequate and qualified resources to support the {MSO) was also eonduettd on 4/18/25, which includtd four(4) User Storits. One tarlier high~vtrity defeet was traeed to a Microsoft 
e3urrtnt deploymtnt processes. This may require the support from strvice trrorand was resolved on 4/1B/25. A st<:ond high-severity issue was later identified as dtploymtnt-relattd. While an RCA was 
RSM resources to provide ;,ssistilnce and knowledge trarufer for some doeumenttd and shared via emiil, the issue was not lout<! in Azure OevOps (ADO) ,n per standard procedures ind WilS instead tradl'tl 
of the more complex deployment components. informally. Additionalunresolvedproductiondtfectshavebeen identifiedfollowingtheR4.ll deployment,andtheprojeetteamis 

currently working to eonfirm the number of new defects. Root Ca11Se Am1lyses (RCAs) are not currently being consistently documented for 

Umlted testing processes can lead 10 There Is a llm!ted understanding of 1he testin, processes and the roles and responslbllitlts of 1. IV&V recommends enhancing the testlnascrlptS across testin, 7/31/25 -Whlle regression testing for Release 4.13 was executed successfully uscheduled fl/21/2025 - 7/29/2025), t he continued 
poor-quality software, project delays th05e Involved In t he pr<><:ess. There Is no formal process for the development, review, and overall to bttter align with high-risk and buslness-crltleal workflows. As reliance on manual testing, espedallydurlng Tosca lleense renewal, underscores broader llmllatlons In test coverage and execution 
and extendeduseracceptanee 
testin,. 

approval oftestscenarlos, l est c:ases,andteHresultstoensureildequatepart!dpatlonand 
approval from state staff. 

partofthiseffort,ltmaybehelplultorevlewreeen1productl0f"I effieleney. Currentpractlcesmaynotfullyexerclsehlgh-rlskW<lftlftowso,-eaptureedge-caseeonditlons, 1naeaslngthepotentialfor 
defects to Identify areas where test coverage eou ld bt Improved. This undetected defects to reach production. IV&Veneourages BHA 10 enhance Its overall testing strategy to Improve both the breadth and 

When testing user stories 34564 and 34756 on l/31/24, the ttst tasks did not reflect the real may lndude Incorporating a broader ranae of lestlna techniques such depth of l est coverage, with a focus on crlllul business scenarios and high-Impact functional p.it hs. 
useeasestoglvestakeholdersadcquateconfldencethattheuserstorycouldbelested.A.sa asnegatlve ttstlng(e.g.,lnvalld lnputs oredgecases),boundary 6/30/25-
result, time was expended by l est lna resources, testln, was Inadequate, and a user story may testing, role-based scenario testing, and end-to-end workftow Slnce 1heR4.12deploymenttoproductlonon5/29/2025,usershavereportedflve(5)productlondefects(1wo{2)hlghseverltyand three 
havebeen deemedtomeetfunctionalitywhen lldld not. vallda1lon. Expanding the scope of lestlna 1n t hls way will help uncover (3) medium severity) which the project team Is actively remedlatlns. This underscores the risk assoc:lated with Insufficient test coverage 

hidden defects, Improve system robustness, and reduce the 11•elihood across buslness-crltieal workflows. Regression l estlna for R4.l3 is scheduled for7/21/2025 to 7/29/2025 and 1s expected to Include both 
of post-deployment issues. manual and automated testing. The Tosca Automated Regression TeHlng SME continues to automate OOOtest scenarios an Important 

Hep toward lmprovln, test reliability and reducing manual effon. However, overall test coverage remains limited. Without broader and 
As part of this effort, It may be helpful to review reeenl productlOf"I more eomprehenslve testing. the rls• of post -deployment l$$Ues remains elevated. Expanding the seope and depth of testin, partleularty 
defects to Identify areas where test coverage eould bt Improved. across hlgh-rlsll and business-critical workflows, ls essential to ensure system stability and reduce defect reeurrenee in future releases. 
Expandlngsmoketestseenarlosto!ndudekeyfunetionalpathswltha 5/31/25-
hlstory of defects, along with cxplorlngopportunltlts for automation, R4.12 was deployed to production on 5/29/2025, followed by successful smoke testing on 5/30/2025. However, users subsequently 
can contribute to more efficient and consistent post-deployment reported three production defects that were expected 10 have been Identified durin, smoke testing. R4.12 regression teHlng was 
vallda1lon. These enhancements are !nttnded 10 support stron,er eonducted from 5/19/2025 to 5/28/2025 and completed successfully. CAM HD and DDDfocused on manual regression testin,. 
release readiness and help m1nlm1ie t he risk of post-deployment Additionally, the Tosca automation expen Is reviewing current functlOf"lallty to identify optlm!iatlon opportunities and Is develop!ng 
l$$Ues. recommendations and effon estimates to enhance the automated regression lestlng framewori<. The project team continues to work on 

resolvlngoutstandlngproductlondefects(sceAppendlxE).IV&Vwill contlnuetomonitorkeyareas,lncludin,R4.12,FHIR 
2. Make efforts to implement a streamllned Root cause Analysis (RCA) lmplemen1at1on, any Mid-Sprint Otployments (MSOs), and t he AER solutlon for quality Issues. 
proeesstoldentlfythecausesofdtferuandprevent rKurrence.Due 
to project resource constraints, propose l lmeboilns RCA efforts for 4/30/25 - R4.11 was successfully deploytd on 4/3/2025, with Smoke Ttstlngsuccessfully eompltted on 4/4/25. A Mid-Sprint Otployment 
each defect Introduced Into produet!on. Timebollng Involves {MSD) was also performed"" 4/18/25, which Included four (4) User Stories. Additional unresolved productlOf"I defects have been 
alloeat ln, a foo!d period (e.g., 1-2 hours per defect or a stt number of Identified followln, the R4.ll deployment, and the project 1eam Is currentlywootlng to confirm the number of new defects. The proJttt 
hours per week) for focused Root cause Analysis (RCA) activities. team eontlnues 10 address other outstanding production defects (ste Appendix E for details). The project team has enhaneed smoke test 
These activities may indude quickly gathering defect context, scrlptS to provide more comprehensive coverage, Including functlonalltysuch as the Provider Ponal. To further strengthen quality 
analyzlng potentlalcauses,andproposlnacorrectlveactlOf"ls,all wlthln assurance,1heprojeetonboarded1Toscaautomatedregresslon teHlngexpert ln earlyAprll2025,withwori<scheduledtobtgln shortly 
the spKlfled timeframe. Project PM(s) can oversee 1he track In, of thereafter. This regresslOf"I testin, effort is expttted to sp.in April and May 2025. The expert 111111 focus on repairing ellstln,Tosea scrlptS 
eorrectlveaetionstoensureeomplttlon. andrelnillat ln,automated ttstlngelforts. 

3. IV&V recommends that, ah:er fixing a defect, the SI lncorporal e 3/31/25 - The AERsolution is in production. The project team dosely monitored t he solution 10 ensurestablllty, qulckly resolve l$$Uts, 
relevantlesteasestovalldatetheseflxeslnsubsequent releases. andhelpusersadjusttothe new svstem(alsoknownasHypercare);Hypercareendedon3/21/25and1hepro/ectls prlorh:llln,the 

Test Practlce 
VaHdatlon 

Theabse1Keofseparateded!ca1ed Currefltly,productbacklogrevlewsaredoneduringdesignmeetlngsand/orweeklylssues 
prod11etbilddogrevlewmeetlngs 
canleadtounclearprioritles, 
misalignment with stakeholders, 

lnadequaterellnement,and 
lncreasedriskofscopecreep. 

meetings. This can lead to, e.g., seattered focus, limlttd ruktholder engapment, difficulty In 
mamqing comple•lty, and delayed decision making. 

7/31/2S- BHA hn ldentifltd ;, bottleneck In baeklos processing, primarily due to a single team member managing the review, estimation, Sprint Planning 
l. BHA eontinueto conduct these meetings regularly and m;,ture the ;ind assignment of tasks. While bacldog Items are priorit ized, some from the current release ~le have been c.irried over, indieatlnga 

A product bacldog review Is an essential p,;,n of aJlile project management, particularly In 
Strum. It's a collaborative meeting where l he Strum te;,m, indudlng the Product Owner, 
Strum Master, and development team members, Inspect and i di pt t he product backlog. 

pract ice over time, n they provide tangible value In sust;,inlng project need for additlOf"lil suppon in this area. The BHA team Is ;,ctively WOfflng to streamline the process by Identifying synergies across backlog 
veloeity;,ndredueingrewori<. 1temsandreflnlngthedistribu1ionofresponsibili1iestoenhanceefflcieneyandthroughput. 

2. CAM HO ;ind ODO implement a structured feedback management 6/30/2S- BHA Is ;,ctively committed to managln1 !ts backloseffenively, focusing on ali1nlng development efforts dosely with business 
process with a prioritization framewori< to ensure that all new requests priorities. The prodllet 0\\/ller of OOOwori<s closely with team members to understand business needs and prioritize user stories. Requests 

The product backlog review Is an Important Serum ceremony that helps keep t he backlog 11re thoroughly ev;,luated and aligntd with project goals before being come from business leads and are then translaled into development t;,sb. There are thallenl'!S with visibility Into available user story 
relev;,nt,up-to-date,andallgned wlththeprojen'sgoalsandprlorities. Here'sasummaryof 11ddedtothebacklog. 

whattyplcallyhappensdurlngaproductbacklogreview: 

points and the ;,ssignment of wort across Internal and extern;,I resources, which may make It difficult to accurately ;,ssess the capacity of 
the teamandeffec1lvelyi1SSlgnwort. Prioritlzal1on!sbasedonbl.lsiness needsratherthanjuststorypolnts,withaneffortto1rouprela1td 

3. Sep.irate dedicated product backlog review meetings (during tasks for Improved efficiency. CAMHO's baeklog meetings are held monthly. Overall, there Is room for Improvement In planning and 
L Inspecting Bacidog hems: The ttam reviews l he Items Of"I the product backlog. This Involves sprints) would allow clarifying any ambiguities Of" uneertalnties, re- coordination to opl!mlze the use of available capacity. 
dlsc11SSlngeach ltem,understandlngilspriorlty,value,andacceptancecriterla. prioritization, esl!matlOf"I, and refinement of backlog Items. This would S/31/2S- 8HA 
2. Ensuring Oarity: The team ensures that each backlog Item is dear and wtll-understood. My allow the proJttt team to avoid situations where declslOf"lsabout continues 10 hold backlog review meetings, with the mosl recenl sesslOf"I conducted In April 202S. These efforts represent a positive step 
amblguitltsoruncertalnl!esareclarlfledalthisstage. Including items mid-sprint would have 10 bt taktn. toward allgnln1 priorh:lts, managing technical dependencies, and dearly defining backlog Items to support development and testing. 
3. Esl!matlon: Estimation of backlog Items may oecur during the review. The team may use While no sessions have yet been sc:heduled for May, IV&V understands that the team Is still acelimat lng to rolts and processes. IV&V plans 
teehnlquts like story points or relative sizing to estimate the effort required for each Item. 4. IV&V recommends scheduling separate dedicated product backlog to attend future b-acklog prioritization meetings to support 1hls effort. 

• · Re-prioritization: Sastd on new Insights, changes in requirements, orstaktholder feedback, review meet ings {during Sprints I where all relevanl staktholders are 
theteammayneedtore-prlorltlreilems ln 1he baddog. lnviledtorevlewtheproductbacklogandschtduledatthe 

appropriatetime{s)sllehtllattherelssufflclent l!me to planthe 

4/30/2S- IV&Vwas Invited to attend the ODO Backlog Priorit ization Mee1ln1. Several key Items were discusstd, Including: 

-Apple Health S. Removing or Adding hems: hems that are no IOf"lger relevant or necessary may be removed 

from tht bilddog. New Items that emerge or are ldent lfled as important may be added. 
6. Rt flnement : Badlogreftnementmayalso<><:curd11rlngthereview. Thlslnvolvesbreaklng 
dO'Nll large items Into smaller, mort managtablt ones, o,- adding more detaJI to lttms as 
needtd. 

design,dtvelopment,andimplementatlon(DDl)ofthenextreleast(s). -calculator 

7. Collaboration: The review Is a collaborative effon Involving the entire Serum ttam. It 's an 
opport11nltyforopendlseusslonandsharlngofldeas1oensuretveryont ls allgnedonthe 
goals and priorities. 
8. UpdatingOocumentatlon:Anyupdatesorchangesmaded11rlngthereviewshouldbe 
documented toensure t ranspareneyandvlslbllityforall stakeholders. 
9. Feedbad Loop: The revlew oh:tn gtnerates feedback that can be used to Improve t he 
badlog management procl!'SS or refine future backlog Items. 
10.Sprint Plannlng PreparatJon: Theoutcomesoftheproductbacklogrevlewhelplnformthe 
upcoming sprint planning meeting, where the tellm selects items from the backlOfl to wort< on 

-ProvlderandCustomttPortal Ooeuments 
While t he meetln, addres.sed these items, many of t he backlog Items still require estimation. 000 Is currently wori<lng to compltte these 
estimations. IV&V Is redudn, the risk rating from mtdlum to low due to the progress made In backlog prloritliat lon and on,olng effort5 to 
completeesllmatlons. 

3/31/25- Product Backlog meetings are being scheduled, and t he IV&V team has been Invited to mend. These meetings are t$$tntlal for 
aligning priorities, managing tKhnlcal dependencies, and ensurin, that badlog Items are well-dtfined for development and testing, 
helping 10 maintain projttt velocity and minimize rewori<. 

2/28/25 - BHA plans toschtdule other backlog review meetings and will notify IV&V accordingly. Wh ile some meetings have already 
occurred, a consistent badlog review schtdule Is HIii beln, established. Efforts are also underway to improve the backlog review process. 
Regu lar meetings and process enhaneements will help ensure alignmtnt, facilitate timely issue resolution, and keep the project moving 
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-- ---- -- -
Ntgl~ngthewablishedd~et Failuretofollowtheesblblished defect managtmerit proc::~sean resultind~etsbeing IV&Vl'f/eomm,nds: 7/31/25- IV&V will continue to assess the proje<:t's adhel'f/nt:e to Htlp De$k and defect manaaement pro«sses. IV&V t neour.igt s tht Project Management Issue 
mana,emtnt proc::eueould lead to 0Vffl00ked,inconsistentlytn1cked,orun«'solved-leadingto intl'f/ased user frustrat ion and l. Thep,oject r~s tlle historyofadefect'ssevf/rity in tile project team to pro;ietiVf/lyeaptun> and address f~dback from the field such as issues reported with the Pl'OYidt rportals to support 
lost/forgottendefects,user 
fnistratiOn,andcould$IOw 

reduced trust in the system. This bl'f/akdown also impairs the project team's ability to ar'lalyit eorl'f/sponding t icket's desi;riptior,/notes section in ADO. Foreic.imple, eontinuous imp~ent and end-usersatisf.lction. 
trerids, implement root cause hes, and priol'itizt tffectively. OW!rtime, neglectin,struct<1red when • hotfut is deployed to mitigate a defect initially dassified as 

resolution of similar defects in the defect handling may slow resolut ion cydes, introduce rework, and degrade overall software "Crit ical." the deseription/notes section should document that the 6/30/25- IV&V will eontinueto monitor the adheren~ to the Help Desk and defe<t management processes. 
Nt<1re. quality and service reliability. defectoriginally had a"Critital"s-ritvMing. 

5/31/25- IV&V contin<1es to observe project f«.,s on the Help Desk and defe<I management pro«sses. BHA is actiVf/ly reviewing the 
2. Based on Best Pr.,ctief.!s, <1pd.rting the defect managf.!ment s<1bmitted Help Desk documentation to assess the adoption and enforeement of the doc<1mented defect management proeedures. IV&V 
documentation and having regular refresher tr.Jinin,on the defect will provide fef.!dbaek and rwimmendations to s<1pport alignment with ind<1Sll'y best pr.ietiees. 
mana,ementproeess. 

4/30/25- IV&V has reviewed thedowmentation outlinint the Help Desk proees5. IV&V eontin<1es to observe inereased project: lows on 
3. Send eommunieations to the project stakeholdf.!nc to darify the both t he Help Desk and defect management proeesses, and will monitor adllettnee to these proeesses while providing ~ dbaek and 
defect managf.!ment process and the import.inee of logging all defects. recommendations b.lsed on best practkes . . Mf.!anwhile, BHA is n!Viewin, the previo<1sly provided Help Desk documentation and 

considerin,adoptin,and f.!nfordngtheo\lll ineddefectmanagf.!mentproeedures. 
3.Takestepstoassurf.!wrrentandnew<1senc<1ndenctandllowto 
report and/or log defects. 3/31/25- In March 2025, the SI provided document.rtion that was originallyettatf.!d in 2019, outlinint the Help Desk proees5. IV&V is 

contin<1ingitsreviewoftheproef.!ss and will provide~baekand reeommend.rtionsbased on bestpr.,ctief.!S in ~ril2025. Hotably,the 
4. COnsidf.!rdesignatin, a defect management lead orehampion to project has placed inereased attention on this area, whieh is a positive d-lopment. As a result of this heightened foeus, IV&V has 
overseeadheff.!neetotheproeessandassureall defectsarelogged. observf.!daeom-spondingriseinthe n<1mberofdefectsbeingloggedinA1ureDevOps(AOO),indieatin,strongf.!radherenef.!toreporting 

protoeols and greater transparency in iss<1e tr.Jekin,. ProductiVf/ diswssions are <1nderw;1y to address eritieal defects. By revif.!wing t he 
S. l<e<!P sta•eholders informed about defect stat<1s, priority, impacts, Help Desk proeess and addressing any gaps, IV&V anticipates imp~ents in the over.,11 defect managf.!ment approaeh. BHA usually 
and resolution timelines. This could inettase awarenes5 of the receives ifflles by f.!mail or helpdesk ealls, with most reports submitted by email . Depending on t he severity of the defect, BliA personnel 
importaneeof login, defects. may consult with other team members and flag high~erity defects, reporting them to the SI. While the eurrent proeess isgener.,lly 

efff.!ctille, t here is room to speed up howcritieal defects are handled, partieu larly by enhanein, how these ifflles are initially loggf.!d. 
6.0iseusswaysto improvethe defectloggingandmanagf.!ment 
proeesswiththeSlandeome<1pwithaplanto imPf<)llf.!. 2/2B/25-Ahigh-prioritydelecioeeurredon2/6/2025,bringinsto lightanopportunitytostrengthentheproject'sdefectmanagement 

proeess. BHAeneountf.!fed someehallengesthatres<1ltedinadelayinaddressingthedefect. lnFebruary,theff.!wereproductive 
dise<1ssionson addressing crit ieal defects. The SI has provided a doeument outlinins the Help Desk proef.!ss, whieh IV&Vwill review in 
Mareh2025 tofurtherdeterminethe risk. 

1/31/25- O,,,ring this reporti111 period, there continues to be a delay in creating t ickets in Az<1re OevOps (ADO) for defects. lV&V remains 
concerned about the project's deviation from the Defect Milnagement proce55. IV&V, BHA and the SI will continue diseuuions to identify 
processgapsanddeterminenelllsteps. 

The lad! of ii governance process for Without a defined governance process for restarting production systems, t here Is Increased IV&V recommends: 07/31/25 - IV&V Is currently reviewing the updated Production System Restart Communication Protocol document, and formulatin, 
restartln, production systems can rlsll of uncoordinated act/ons that may lead to unexpected downtime, delayed service 1. Develop standard proced<1res for system restarts, lndudlng 11 feedbackbasedonlndustrybestpractlces. 
lmpactservlceilVallabilityand 
frustrate end-users and hinder 
accountability. 

restoration, or datalntegrttylss<1es.Thls ladlofstructurecanfrustrateend-users,reduce checkllsttodetermlnewhenarestartlsnecessary, pre-checks,step-
eonfldence in system rel1ab11ity, and hinder accountability when Incidents occur, ultimately by-step Instructions, and post-restart verifications. 6/30/2S - BHA has provided IV&Vwlth the <1pdated document describing the Production System Restart Comm<1nlcatlon Protocol. IV&V 
affectlngBHA'sabllitytodeHver tlmelyandconslstentservkes. wlllrevlewthedoeumentandprovldefeedbackbasedonlndustrybestpr.,C11ces. 

2.Requlreformalapprovalsbefore lnltlatln,arestart,especlallyfor S/31/2S- BHA has 
INSPIRE, and document all actions In a centralized system. engaced In productive diswsslons aro<1nd enhandns the communication protocol, Including potential iid]ustments to advance notice 

perlods,provldernotiflcations,and language preferences,to lmPf<)llf.!ltsclarity andeffect/veness. However,theupdateddoeumenthas 
3.Deflneclearesc.ilatlonpathsforwhenrestartsdonotgoasplanned, notyetbeenshilredwlth lV&Vforn!Vlew. 
lncludin,ldentlfylngeontactsfortechnlcalsuppo.iandmanagement 
approval loraddltional lnterventfons. 4/30/2S - BHA Is continuing with the development of a document describing II communication protocol. BHA has provided some key 

changes, lncludin, adjustments to the advance notice period, provider notifications, and specffic language preferences, which would 
4. Automate Restart Procedures where possible. further strengthen the protocol and enhance Its effectiveness. BHA shared the dr.,ft document with oooand IV&V for lnltlill review. 

5. The governance process Is established, 11 should be effectively 3/31/2S - Based on discussions with key members of the deployment te;im, IV&V continues to recommend documenting processes, 
communicated to the project team. proced<1res, and eommunication protocols to ellmlna1e ambiguity and promote II shared <1nderstandlng amongstilkeholders. The 

deployment teamlscurrontlyflnallzln,a communlcatlonprotocol. 
6.Provldestakeholderswithaclearexplanatlonofthereasonforthe 
restanandthelessonslcamed, whiledoc<1mentlng therestartdetalls 2/28/2S-Therehiisbeennoprogressforthlsreportln,perlod. 

1/31/25-When anlffllerequlrlngaproductionPonalrestartoccurredonlyonce,cert.iln projectstakeholdersconvenedtodlscussand 
Implement t he necessary steps. IV&V recommends doc<1men11n, t he actions taken during that meeting as part of the process for 
prod<1ctlon system restarts. Documenting proeesses and proeedures removes ambiguity and ens<1res a common understanding among 
stakeholders. 

12/31/24 - BHA suggested that the deployment team or the Help Desk team may be best suited to document the process. IV&V remains 
concerned t hat no further progress has been made and will continue to make recommendations on how BHA could resoll/e this Issue and 
bepreparedfora productlonrestart. 

11/30/24-Noprogresshasbttnmadeforthlsreportln,perlod. 

ProjectManagement Issue 

BHAlacbilstreamllnedreportlo WhlleBHAcandetermlnethe n<1mberofactll/eAERanalytlcssolutlonusers ln productlon 
ldentlfyactll/eAERusers,whlch basedonuseremailaddres.ses,theprocesslsmanualandlacksastandardlzedrepon. 

07/31/25 -The project team Is reviewing the User Request. The plan Is to prioritize the User Request during t he backlog review meetings. Software Development Prelimlnary Concern 
IV&VwlllmonltortheprogressoftheUserReq<1es11ocompletron. 

Allhoughtheneedforareportln,featurehasbttndlscussed,noformalreq<1esthasbeen 
adoption, plan feawres, and s<1pport made to implement It. This limits efficient user monitoring and may Impact fuwre efforts to 

trackadoptionorsupportplann ln,.BHAplans1os<1bmltanewrequest. 

Manual auditing of records that Accordln, to c<1rren1 HIPAA regulations, access to customer data should be llmlled to 

6/30/2S-BHAsubmitted11formal requesttodevelopareportln,featuretoldent1fyactlVf/AERanalyticsusers ln productlon.TheproJect 
hascreatedaUserRequestlnAzureOevOPs(AOO). 

07/31/25 - Current audit logs in to Microsoft oVnamlcs show who has created or modified records but lack automated capablllties for Software Development Risk 
lndMduals with a leg!tlmate nttd to view customer data. BHA staff, lncludln, project team 1. Evaluate and prioritize Microsoft Purview through II cost-benefit and threshold flaggln,. As a result, log reviews m<1st be performed manually, makln, the process Ineffic ient and limiting the abllltylo 

availability of BHA project team members, currently assist In manually audit In, and trackln, <1nauthorlzed access to customer feasibility analysis, and Initiate dlse<1sslons ...Uh Mlaosoft to confirm dlst lng11lsh between legitimate and susplclo<1s access. Additionally, t here Is currently no mechanism for conducting acc<1rate r.,ndom 
memben; for their tasks and slow records. This manual auditing process could potentially disrupt project tasks and hinder COpllot llcen$1ng. Integration feaslb!llty, and an implementation a<1dlts, whleh are necess.ary for compHance with both Internal and external standards. The proposed solution Involves usln, Microsoft 
project productivity. productivity. roadmap to enhance efficiency and compliance. P<1rvlew with Copilot to automate anomaly detection and notify admlnlstratOI'$ of abnormal access behavlon;. COpllot is not lncl<1ded In 

2. D-lop and formalize poHdes and procedures for both automated the current enterprise agreement. Next st~s lncl<1de engagln, Microsoft for llcen$1ng dl$C<1sslons, eonsultin, with experts on P<1rvlew 
and manual audit processes, lncl<1dlng r.,ndom audits, to enhance lmplementatron, evaluatin, funding options, and explorlng Interim eompllance approaches through manual or random checks. 
ovencightandreduce rlsks. 

6/30/25-Cllrrently,gapsexlstinmonitorlngrecon:lvlewln,actlvity,...Uh onlycreatlonandedltln,belng tr.,cked.Pn!Vlous effortstolog 
vlewln, were stalled, likely due to storage concerns. The system uses a business unit hierarchy In Dynamics to control access but does not 
dlst lng11lsh between accessing and actlVflly reading records. While random a<1dlU are performed mon1hly by CAMHD/DDD, this process Is 
man<1al and lacks formal policy backing. This approach may present challenges forens<1rlng HIPAA eompllance and identifying 
<1nalllhorlzed aecesstosensitlve data.Wlthoutadetalledaudlttr;1llforviewlng act1vity,s<1splclous behavlor,partlcularlyfrom<1sen;with 

higher-level permissions, may go unnoticed. BHA Intends 10 confirm the minimum required dm for HIPAA compliance with 
legal/compliance {e.g., user ID and tlmestamp) and evaluate the effectiveness of current audits. 
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9/30/2024 GautamG.,lvady 

Open 9/30/2024 GautamG<1lvady 

Open 5/27/2025 GautamG<1lvady 

Open 5/16/2025 SusmtthaRaJan 



., __ 
54 Automatiot1 TW ing Downtime 

-- ----The~irationoftheTosea The T<>ffil automation license ustd by the SHA ttam had expi~, which temporarily paustd l. Ensure the To~ automation license is l'flnewed in advanct to avoid 

automatiot1 li«nse resulted in• automated ~sion testing activities. This creattd some challenges for the tum in disl'\lptionstoautomattd regressiontesting. 
tempor.iry pause in automated maintaining tlleirusual testing cadence and c~g,. As a result, the tum had to transition to 2. lmpltmerit a tracking and notification svstem for lictnse expiration 
~ssion testing for the BHA team, hilly manual testing efforts:, which, wh ile ht lpful, may not fully matth the efficiency o, depth dates to wpport timely renewal$. 
affeetingtestingefficiencyand of automated testing. 3. Oevf/lop a d0<;umentt<:1 backup plan to manll8fl l'f/gression testing 

eovf/rage through prioritiied manual or altematiw, automated 

methodsduringanyfuturetooloutagt s. 

-- Mtdium 7/7/202S 
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