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BACKGROUND 

The State of Hawaii (State), Department of Attorney General (AG), Child Support 
Enforcement Agency (CSEA) contracted Protech Solutions, Inc. (Protech) on October 2, 
2023, to replatform the KEIKI System and provide ongoing operations support. Protech 
has subcontracted One Advanced and Data House to perform specific project tasks related 
to code migration, replatforming services, and testing. The agreement with DataHouse 
was terminated in February 2025. The Department of AG contracted Accuity LLP (Accuity) 
to provide Independent Verification and Validation (IV&V) services for the project. 

Our initial assessment of project health was provided in the first Monthly IV&V Review 
Report as of October 31, 2023. Monthly IV&V review reports will be issued through 
August 2025 and build upon the initial report to continually update and evaluate project 
progress and performance. 

Our IV&V Assessment Areas include People, Process, and Technology. The IV&V 
Dashboard and IV&V Summary provide a quick visual and narrative snapshot of both the 
project status and project assessment as of June 30, 2025. Ratings are provided monthly 
for each IV&V Assessment Area (refer to Appendix A: IV&V Criticality and Severity 
Ratings). The overall rating is assigned based on the criticality ratings of the IV&V 
Assessment Categories and the severity ratings of the underlying observations. 

TEAMWORK AND PERSERVERANCE 

"The strength 
of the team is 
each individual 
member. The 
strength of 
each member is 
the team." 

- Ph ii Jackson 
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IV&V OBSERVATIONS PROJECT BUDGET 

6 
MILLIONS $4.4M $6.4M 

** 
$- $2 $4 $6 

■ INVOICED ■ TOTAL ■ * Only includes contracts. IV&V is unable to validate total budget. 

** Invoice for June is unavailable at time of report generation. 

4 2 PROJECT PROGRESS 

0 • 
(Percent of the weighted duration of total tasks) 

PEOPLE PROCESS TECH NO LOGY 

■ HIGH ■ MED ■ LOW ■ PRELIM ■ OPPOR ■ POSITIVE 

1 8 0 11 73%** 
NEW OPEN CLOSED OPEN 

OBSERVATIONS OBSERVATIONS OBSERVATIONS RECOMMENDATIONS 
- ACTUAL ACTIVITY PROGRESS ** IV&V is unable to validate the progress percentage ofthe schedule as it does 

THIS MONTH TOTAL THIS MONTH TOTAL not include all project activities. 

KEY PROGRESS & RISKS 
Key Progress: 

Batch testing is 88% complete, with overall system installation phase at 72%. 
• The CSEA and KROM outputs from the FCR outgoing process on the April 10 Pre-Batch DB were confirmed as successfully matched. 

Of the remaining 8 critical defects, four have been resolved. The remainder have been reclassified as lower severity and are actively being addressed. 
CSEA is responsible for training staff on operational activities. Preparations, documentation, and presentations are well underway. 
Data extracts complete in under 24 hours, enabling CSEA to schedule migration over any weekend instead of waiting for a longer holiday weekend. 

• CSEA leadership and Pro Tech have jointly assumed project management responsibilities during the temporary absence of the CSEA Project Manager. 

Key Risks: 
• There is now a 69-day variance affecting the critical path requiring escalation and leadership involvement. 
• A change in the defect classification terminology was made which was not aligned with the System Test Plan. 
• A critical defect in NSDDC0lJ batch job execution is affecting the Precisely API allocation. Testing is currently limited to 10 records. 
• The prorated method of payment based upon the current approved schedule may reduce aq:ountability and performance incentives. 

PROJECT SCHEDULE - Current Progress 
(See next page for the current agreement and schedule history) 

Assessment & Planning As of month 
end 

■ACTUAL ■ DELAYED 

I OCT2023 

System Install 

Program Development & Testing 

lmpl-ementation 

I JUNE 2024 I MAR 2025 

◊ * GO-LIVE October 26, 2025 

I OCT2025 JUN 2026 I 4 



.... ~ .._.. 

Provided here is a 
comprehensive view of 
three timelines: 

1. The baseline project 
schedule set in 
September 2023. 

2. The rebaselined 
schedule following 
the approval of the 
DOI Project 
Management Plan 
on January 8, 2024. 

3. The current 
schedule based on 
the April 10, 2025, 
no-cost change 
request . 

..... ...... ..... 

Plan System Install 

Assessment and Requi~ements 

Data Conve~ion 

Pn>g~am Development & Testing 

I OCT 2023 I JAN 2024 I JULY 2024 

Implemen-
tation GO-LIVE TBD 

As of month 
end 

◊ Post lm~lementatlon & Warranty 

I JAN 2025 !JULY 2025 

■ ORIGINAL 

I JAN 2026 

PROJECT SCHEDULE - Rebaselined January 8, 2024 

Assessment & Planning 

Program Development & Testing 

System Install 

Implementation 

I As of month 
end . REBASELINED 1/8/24 

◊ • Sept 22, 2025, GO-LIVE 

Post Implementation & Warranty 

PROJECT SCHEDULE - Revised April 10, 2025, Signed Agreement 

■ 1/8/24 REBASELINED 
Assessment & Planning 

■ FORECASTED 

■ DELAYED 

nty 
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APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 0 Overall Project Schedule: 
The project progress status as of June 30, 2025 was 73% with a 69-day variance from the baseline schedule. 
reflecting challenges with data discrepancies, batch job testing, and critical system testing defects. The critical 
path has zero float between the D-21 System Test Results Report approval and the Acceptance Testing start 
date. SIT testing has exceeded the planned time. The likelihood of reaching the current Go-Live of October 
26, 2025 is very low. 

Project Costs: 
Contract invoices remain within the total contracted costs. IV&V notes that the current prorated method for 
paying ProTech based upon the current schedule with a Go-Live date of October 26, 2025 may result in 
payments that are not aligned with actual project progress. This may lead to reducing financial incentives and 
accountability. 

Quality: 
CSEA's primary objective is to receive a high-quality solution. To this end, the project members remain 
aligned to this goal. One of the key indicators is the resolution of all defects prior to exiting System 
Integration Testing (SIT). For June, all critical defects have either been resolved or downgraded in severity. 
The four that had previously been identified as critical and remain open, are actively being addressed. There 
are 37 non-critical defects varying in priority that remain open. Over 10,000 comments have been generated 
from the SIT test scripts. Pro Tech is actively responding to and providing answers. 

The FCR outgoing process has been successfully tested and the CSEA and KROM outputs were confirmed. 

Challenges, however, persist in completing batch job testing which stands at 88% and overall system testing, 
which is at 91% as of June 25, 2025. CSEA leadership and Pro Tech have jointly addressed the gap left by the 
temporary departure of the CSEA Project Manager. 

Project Success: 

The KEIKI KROM project has maintained milestone progress through active collaboration among Protech 
(DDI), IBM, and CSEA teams. While system testing and data validation challenges remain, proactive retesting, 
weekly leadership meetings and weekly updates have helped sustain project momentum. 

The project is in yellow trending down status due primarily to the schedule slippage and high likelihood that 
the October 26, 2025 Go-Live date will not be met. This presents a significant risk. However, the project team 
and leadership remain firmly committed and continue to make measurable progress towards delivering a 
quality solution. To address the outdated timeline, rebaselining the schedule has been identified as a key 
correction action. ProTech's current plan is to wait until SIT is completed before rebaselining the schedule. 
This approach is intended to provide a more accurate and realistic timeline. Until the rebaselining is finalized, 
the project will continue to carry elevated risk. 

--~--~--~------~----------------------------------------- 6 



APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 
AREA 

People 
Team, 
Stakeholders, & 
Culture 

The project team has been actively engaged in addressing critical issues and key operational areas. Protech 
(DOI), IBM, and CSEA continue to work together to effectively resolve issues and close defects. The Test 
Team scrums occur daily. Interface meetings meet twice a week. Replication and environmental build 
review meetings occur as needed. Risk reviews occur bi-weekly. Status meetings with expanded project 
team occur weekly. There are also monthly Steering Committee and Stakeholder meetings. 

Team: 

In addition, a joint leadership team has been formed to address and manage critical and high priority issues 
and topics. The team is comprised of ProTech's Engagement Manager, CSEA's IT manager, and other key 
CSEA staff. This team meets weekly, uses a formal agenda, and creates action items that will be worked on 
by the respective member(s). This has been effective in getting through some key challenges, meeting each 
organization's needs to move forward, and increasing the trust and confidence amongst its members. 

Protech continues to lead project delivery and is actively collaborating with IBM and CSEA teams to resolve 
defects, finalize system testing, and refine the UAT environment. Protech's focus has been on batch 
execution performance testing, mainframe printing transitions, addressing comments generated from the 
SIT test scripts and addressing defects through focused retesting cycles. The Protech (DOI) Test Team is also 
engaged daily, with consistent status reviews and updates in the testing environment to ensure alignment 
and progress on defect resolution and system testing deliverables. Meanwhile, the CSEA leadership has 
taken an even larger role of managing scope, schedule, resources, and the various contracts left by the 
temporary departure of the CSEA Project Manager. 

CSEA remains deeply engaged, with active roles in 

• Validating data extract processes and addressing discrepancies. 
• Reviewing the status and progress of defects and open risk items. 
• Reviewing the responses to the SIT test script comments. 
• Developing content and preparing for the functional staff training. 
• Preparing for UAT- creating test scripts, setting up testing teams, test strategy, an escalation process, 

documentation, and entry and exit criteria. 
• Reviewing system testing outcomes and participating in weekly status meetings and interface discussions. 

Stakeholders: 
Monthly stakeholder meetings include representatives from the State ETS, Department of Labor and 
Industrial relations and Department of Human Services. These stakeholders also utilize sensitive Federal 
information and are similarly impacted by the State's ETS mainframe shutdown directive. 

7 



APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 
AREA 

People 
Team, 
Stakeholders, & 
Culture 

People cont. 

Culture: 

The project demonstrates a culture of collaboration and communication. As CSEA surfaces questions and 
issues, Pro Tech has been responsive in providing clarification, follows up as needed, and arranges additional 
meetings to ensure that they are fully addressed and resolved. 

The project's People dimension continues to be a green status. All parties continue to demonstrate strong 
commitment to a shared successful project delivery. CSEA's active engagement and oversight have helped to 
ensure that outcomes stay aligned with their goals. 

8 



APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 

0 
AREA 

O 0 Process 
Approach 
& Execution 

Process: The project team focused on closing out critical system testing defects, refining batch job performance, 
responding to SIT test script comments, and building out the UAT environment. However, schedule alignment 
remains a challenge, with a 69-day variance, and zero float in the critical path with no realigned and formally 
approved schedule in place. These factors underscore the need for pinning down an accurate schedule to align 
stakeholder expectations and prevent further downstream delays. 

1) A new observation was opened this month regarding the classification of defects. This differed from the 
System Test plan and caused confusion. A meeting was held to discuss and align. 

2) 2023.10.002 R4 Formalize CSEA Interim PM Coverage observation opened in May 2025 has been adequately 
addressed. Project team members are actively providing support coverage. In addition, formal notification 
was provided by CSEA. This observation has been closed. 

3) The current payment process is based on prorated payments to ProTech on an outdated schedule. With the 
project delayed several months, rebaselining is highly recommended to update the project schedule, but also 
to realign the payment schedule so that it provides accountability and financial incentive. 

4) The general process for performance evaluation is based on a passive data cleansing process rather than a 
more rigorous comprehensive data quality management approach. This may lead to continued data integrity 
issues as well as additional time and effort spent repeatedly troubleshooting the same underlying data issues. 

Approach: The team is following a milestone-driven approach, prioritizing defect closure and addressing 
performance issues. Protech's approach includes daily status reviews and testing cycles to validate data and 
system performance. However, as the schedule progresses, the lack of a formal rebaseline limits the effectiveness 
of this approach in aligning stakeholders and providing adequate notification for future resource scheduling. 

Also, during June, changes to the classification of defects were implemented without prior discussion with CSEA. 
According to the original RFP RR-01-2023- (pp.22-23), the Program Development and Testing Phase includes the 
following: 

"f) System test completion, includes test results from initial and subsequent testing after bug fixes ... 

m) System acceptance. Includes test results, completed issues log, and acceptance by CSEA." 

Given the number of concurrent activities underway, it is essential that issues like these are proactively raised 
during joint meetings with CSEA. Doing so will help minimize confusion and ensure that CSEA is aware and has the 
opportunity to provide input on the prioritization and urgency of these matters. 

Execution: Execution efforts in June continued with intensive retesting of system testing defects and performance 
issues, with daily defect triage meetings and focused testing cycles. The team's efforts are being tracked through 
updated RAID logs and weekly status reports, ensuring transparency and accountability for closure activities. 

9 



APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 

0 
AREA 

O 0 Process 
Approach 
& Execution 

Process Cont. 

A prior observation noted that a real-time dashboard that provided insights and oversight as to testing activities 
was recommended. In a special meeting to review the eight critical open Jira tickets, Pro Tech presented the 
internal documentation maintained in the Jira system. This documentation included detailed records of the work 
performed, root cause analysis, screenshots of the outcomes, and status updates with supporting notes. 
While the CSEA project team has confirmed access to Jira's system and real-time dashboard, due to the ongoing 
testing delays it remains necessary to continue to monitor whether the available reporting is sufficiently effective. 

As more details for Windows check printing are identified, those activities need to be added to the timeline. To 
maintain alignment and support effective planning, the project schedule must be updated to 
reflect any additional work required. 

Thus, from a process and execution standpoint, the yellow project status reflects ongoing challenges in 
communication, transparency, and schedule alignment. While technical progress is being made, the supporting 
processes - particularly around defect classification, data cleansing, reporting, and schedule management -
require attention and improvement to ensure alignment and successful project completion. 

10 



APR MAY JUNE IV&V ASSESSMENT IV&V SUMMARY 

0 0 
AREA 

O Technology 
System, Data, & 
Security 

System: The overall system installation phase is at 72% completion as of the June 25th schedule report. Batch 
testing iteration #6 performance testing is at 75% completion. Keiki Mainframe Printing is at 39% completion. 
System integration Testing iteration #2 is at 97% completion. The bridge program for address normalization sits at 
91% completion. Keiki online printing is at 89% completion. The system test results report is at 0% completion 
and is a gating item for UAT. Acceptance testing preparation sits at 78%. Batch validation testing and refined UI 
online testing continue in version vl.0.0.31. System Integration Testing (SIT) is ongoing. Script execution and 
comment resolution are in progress. As of June 25, 2025, there are 37 open defects: 9 high are highest priority, 28 
are medium or lower priority. No critical severity defects remain open. 5 performance-related defects remain 
open, primarily linked to batch processes such as OCSE157, State Tax Offset, and AP Bill processing. A demo of 
Rundeck scheduler was completed; Twilio integration is being explored for job failure notifications. 

Data: The data extract validation process from ADABAS to SQL continues to show record count mismatches in 
June, requiring further validation during system testing. Both hybrid and non-hybrid extraction methods are being 
evaluated. The non-hybrid method remains untested, and its viability is targeted to be determined before UAT 
ends. A successful match between CSEA and KROM outputs for the April 10 FCR outgoing pre-batch was reported 
on June 20. To improve batch performance, Protech is partitioning tables (e.g., F156) and loading binary data in 
parallel. This has reduced load time from 17 to under 5 hours. 

Security: A comprehensive diagram showing certificate use across KROM servers has been requested and is 
pending delivery from Protech as of June 25th. Protech continues work on integrating authentication mechanisms 
for the KEIKI system. No issues were reported with login or access. As of June 25, all Nessus scan compliance 
issues have been resolved. A re-scan and report review are scheduled for July 9. Patch management was 
completed for all development servers as of June 18. 

Risk Log Alignment: 

• System performance is aligned with RAID Log IDs 35 and 56, which highlight interface testing challenges, and 
environment compatibility issues. These gaps directly correspond to RAID Log IDs 35 and 56, which cover 
interface integration challenges, and the decision needed on Code-1 Plus software to ensure environment 
compatibility and readiness for UAT. 

• Data extract validation continued to surface discrepancies between ADABAS and SQL-KROM datasets, These 
data issues are reflected in RAID Log IDs 47 and 69, which detail risks around data extraction baseline 
misalignment and delays in data import/export that directly affect data integrity and system readiness. 

The Technology status is yellow due to unresolved data validation issues between ADABAS and SQL, and the 
incomplete system test results report, which is a gating item for UAT. Additionally, open performance-related 
defects and delays in key components like mainframe printing and the non-hybrid extraction method pose risks to 
UAT readiness and overall schedule adherence. 

11 



IV&VASSESSMENT 
AREAS 

People 

Process 

Technology 

OBSERVATION#: 2025.06.001 STATUS: N/A TYPE: PRELIMINARY SEVERITY: N/ A 

TITLE: Defects Classification 

Observation: Prior to June 2025, Pro Tech utilized a one-dimension classification system for categorizing defects as 
either critical, non-critical, or cosmetic. In June 2025, Pro Tech implemented a different classification system of 
severity and priority levels for defects. Furthermore, the assignment of the severity and priority to the existing 
defects was made by Pro Tech and presented to CSEA which led to initial confusion. 

Industry Standards and Best Practices: PM BOK® v7 Process Governance: requires that all key stakeholders are 
involved in key decisions. This helps to ensure that decisions meet agreed-upon standards. 

Analysis: Pro Tech proposed the following severity and priority levels: 
Severity: Critical, major, normal, minor 
Priority: Highest, high, medium, lowest 

In contrast, the Deliverable System Test Plan defines: 
Severity: Critical, major, normal, minor 
Priority: Critical, high, medium, low 

A key difference between the two is the removal of the 'critical' level from the priority scale in ProTech's version. A 
'critical' rating is defined as a 'show-stopper' and will prevent the project (and testing) from moving forward until the 
issue has been resolved. Furthermore, the System Test Plan includes clear definitions of how to assign each level and 
the required actions to be taken. Without the 'critical' level, there is risk of misclassifying issues leading to delays or 
inadequate responses. 

Subsequently, in an alignment meeting Pro Tech agreed to use the System Test Plan definitions. The most recent 
Weekly Test Report was released before this alignment. Thus, the Test report along with the defects data in Jira are 
difficult to interpret creating uncertainty as to what was presented. 

Recommendation: (2025.06.001.Rl) Aligning the defect handling process with the System Test Plan. 

• Apply the mutually agreed upon definitions as stated in Deliverable 7, System Test Plan version 1.3. 
• Update the defect categorization in Jira. 
• Provide updated Test reports going forward. 
• Review with CSEA any changes to the status or categorization of critical defects. 
• Review with CSEA prior to making changes in the process of handling defects. 

12 



TERMS 

RISK 
An event that has not 
happened yet. 

ISSUE 
An event that is already 
occurring or has already 
happened. 

ACCUITYf/) 

Appendix A: IV&V Criticality and Severity Ratings 

IV&V CRITICALITY AND SEVERITY RATINGS 

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation 
is required. Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area. Severity ratings are assigned to 
each risk or issue identified. 

Criticality Rating 

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V 
Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to 
implement remediation or risk mitigation strategies. Arrows indicate trends in the project assessment from the prior report and take into 
consideration areas of increasing risk and approaching timeline. Up arrows indicate adequate improvements or progress made. Down 
arrows indicate a decline, inadequate progress, or incomplete resolution of previously identified observations. No arrow indicates there 
was neither improving nor declining progress from the prior report. 

e0e 

• 

A RED, high criticality rating is assigned when significant 
severe deficiencies were observed, and immediate 
remediation or risk mitigation is required. 

A YELLOW, medium criticality rating is assigned when 
deficiencies were observed that merit attention. 
Remediation or risk mitigation should be performed in a 
timely manner. 

A GREEN, low criticality rating is assigned when the 
activity is on track and minimal deficiencies were 
observed. Some oversight may be needed to ensure the 
risk stays low and the activity remains on track . 

A GRAY rating is assigned when the category being 
assessed has incomplete information available for a 
conclusive observation and recommendation or is not 
applicable at the time of the IV&V review. 

Appendix 13 



TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

ACCUITYf/) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 

Appendix 14 



Appendix B: 

STANDARD 

ADA 

ADKAR® 

BABOK®v3 

DAMA-OM BOK® v2 

PMBOK®v7 

SPM 

PROSCI ADKAR® 

SWEBOKv3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001 :2015 

ISO/IEC 25010:2011 

ISO/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Industry Standards and Best Practices 

DESCRIPTION 

Americans with Disabilities Act 

Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

Business Analyst Body of Knowledge 

DAMA lnternational's Guide to the Data Management Body of Knowledge 

Project Management Institute (PMI) Project Management Body of Knowledge 

PMI The Standard for Project Management 

Leading organization providing research, methodology, and tools on change management 

practices 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in 

Systems and Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization (ISO) Quality Management Systems - Requirements 

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems 
and Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality 

Models 

ISO/IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Project Management 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 1: 

Guidelines for Life Cycle Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 2: 

Guidelines for the Application of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 
IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 
ISO/I EC/IEEE International Standard for Software Engineering - Software Life Cycle Processes -

Maintenance 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/I EC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 1: 

Concepts and Definitions 

ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 2: Test 

Processes 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 3: Test 

Documentation 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 4: Test 

Techniques 
IEEE Standard for Learning Technology- Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology- Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1:2011 and Service Management Frameworks: ITIL ® 

Information Technology- Security Techniques - Code of Practice for Information Security Controls 
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STANDARD 

FIPS 199 

FIPS200 

NIST 800-53 Rev 5 

NIST Cybersecurity 
Framework v1 .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security 

Categorization of Federal Information and Information Systems 
FIPS Publication 200, Minimum Security Requirements for Federal Information and Information 

Systems 
National Institute of Standards and Technology (NIST) Security and Privacy Controls for Federal 

Information Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 

Appendix 17 
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ASSESSMlNTOIISlllVATION ORIGINAL OJMl!NT 

2024.12.003 Risk Moderate Moderate 

Process 2024.12.005 Risk Moderate Moderate 

INPUSTin'STANDMPSMO 

Non-crit icaltasksarebeing trackedalongsidecriticalones,diluting SPM(TheStandardforProject Trackingnon-criticaltasksalongsidecrit icalones isstra iningresourcesand 
focus and potentially straining resources. Financial Test Deck (FTD) Management) defines delaying prcsress on essential activities like Financial Test Deck (FTD) testing, 
testing is blocked by unresolved defects, stalling progress on 92% of prioritization as essential for which is stalled by unresolved defects impacting 92% of cases. Refocusing on 
pending cases. maintaining project alignment critical path tasks and resolving key defects, as emphasized by 5PM, will 

with strategic objectives. preventcascadingdelaysandenableprosressinblockedtestingareas. 

Test ing metrics from weekly reports show varying levels of prog:ress, IEEE 1012-2016 recommends I 

with areas like enforcement batch validation at only 21% coverage. verification and validation 
The risk las shows Issue #47: Data extraction delays highlight the checkpoints for effective 
need for improved progress tracking and reporting. oversight. 

(2024.12.004.Rl) Focus on critical path tasks, prioritize defect Open 
resolutioninFTDandinterfacebatchjobs,anddeprioritizenon­

criticaldeliverables.Prioritizingcriticaldeliverablesensuresthat 
delaysdonotpropagatethroughtheprojecttimelineandunlocks 
progressforblockedtestingactivities. 

(2024.12.06.Rl) Establish Prosress Monitoring and Report ing: Open 
Implement a real-time dashboard to monitor test execution rates, 

defect closure, and coverage metrics. This provides actionable 
insightsfor targetingresourcesandresolving delaysmore 
efficiently. 
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2025/06/25: In June, Pro Tech reported the eight remaining critical tasks had been resolved. 
Moreover, a different defect classification system was implemented that would 
differentiate between severity and priority defects and activities. Upon further review, four 
ofthepreviouslylabeledcriticaldefectshadbeenreclassifiedtolowerseverityratingsand 
remain open. The overall defect management process remains largely unchanged: ProTech 
continues to escalate the highest-priority critical defects to IBM, while also reviewing and 
addressing lower-level non-critical ones. The approach is based upon the assumption that 

resolutionofalldefectsisrequiredtoexittheSITphase. 

2025/05/30: In May, non-critical tasks continued to be tracked and dOCtJmented in weekly 
status reports, although no formal update was provided on their resolution. These tasks 
remain open and should be aligned with the critical path to avoid compounding 
downstream delays. 

2025/04/30: Process and task tracking improved in April but key readiness items (Batch 
Finalization, Pen Test, Compliance) are missing task details such as ownership or have not 
been fully scheduled yet. A formal Project Change Request (PCR-3) was approved on Apri l 

10th,extendingSITthroughApril30,2025,andshiftingtheGo-livedateto0ctober26, 
2025, with no cost impact. The targeted Go-live date is currently November 11, 2025, to 
align with a long weekend for operational considerations. With the change occurring in mid­
April the team continues actively planning toward UAT and scheduling alignments will 
continue through May. IV&V will continue to monitor the scheduling activities and strongly 
suggests a focused effort in task definitions and alignments to avoid schedule compression 
with increased risk in execution of UAT and Go-Live. 

2025/03/31:DuringMarch,Protechassumedfullresponsibilityfortestexecutionand 
defect management, including taking over administration of the Jira defect tracking system. 
This transition supports improved traceabi lity between test case execution and defect 
resolution. While the SIT dashboard continues to show script-level execution (106 of 119 

scripts passed), IV&V is able confirm test ing prog:ress thru accessing of Jira reports. Defects 
are categorized as to Critical, Major, Minor, and Normal. Pro Tech has the ability to track 
and actively to work on critical and high priority defects. IV&V observed that linkage 
betweenfailed/pending testsandtheir corresponding defectsissti llbeingvalidatedunder 
DDl's new triage process. CSEA and IV&Vare monitoring th is effort, and further 

improvements are expected as part of Protech's Jira backlcs reconciliation. This item 
shouldremainopenpendingfullintegrationandreportingconsistencyacrossSIT,batch, 
andUATtrackingsystems. 

2025/02/28:lnfebruary2025,Protechfullyassumedtestingresponsibilitiesfollowing 
Data House's withdrawal, with AWS and JIRA administration transit ioning on February 26. 

Batch job validation improved to 38%, but resource shortages continue to slow progress in 
financialandUlvalidation,impactingcriticalcompliancetasks.Testingdelaysanddata 
extractionissuespersist,requiringadditionalskilledresourcesandprioritizationofdefect 
resolution to prevent further schedule slippage. The testing allocation and transition plan is 
currentlyunderwaywithProtech. 

2025/01/31: The status update for January regarding Observation 2024.12.003 emphasizes 
significantprosress inaddressingprocessinefficiencies,witha focusonoptimizing 
workflows and refining procedural documentation. However, remaining gaps in execution 
andresourceallocationnecessitatecontinuedoversighttoensuresustainedimprovements 
andfullalignmentwithprojectobjectives. 

2025/06/30: A testing report was not included in the June 26, 2025 weekly status meeting. 
It was unclear to CSEA as to the reclassification, reprioritization and handling of the 
remainingeightcriticaltickets.lnaspecialmeetingtoreviewtheeightcriticalJiratickets, 
Pro Tech reviewed the internal documentation in Jira, which included the work performed, 
rootcauseanalysis,screenshotsoftheresults,andnotesincludingtheupdatedticket 
status. IV&V confirmed that two members of the CSEA leadership team current ly have 
access to Jira. However, due to ongoing test ing delays and challenges, IV&V will continue 
to monitor this recommendation of test execution reporting as it supports overall test ing 
progress. 

2025/05/30: The weekly status reports and test status updates did not contain any 
evidence of final clarification or resolution of the discrepancies in defect retest counts 
acrosssystemtesting. Assuch,thereisnoindicationthattheseinconsistencieshavebeen 
fully addressed or resolved, meaning th is observation must remain open for continued 
monitoring and action. 

2025/04/30: In April Protech (DOI) fully stood up and transitioned all test ing activities and 
ownership of the AWS environment for the KROM project. While the team is now using a 
testlngdashboardlnJlrawhlchlstransparent,theDellverableD-21(SystemTestResults 
Report) lsat2S%completlonanddefecttraceabll1tyandtestclosurearenotflnal1zed. 

202S/03/31: Throughout March, risk and Issue t racking Improved through targeted updates 
In the IV&V reports and touchpolnt confirmations; however, the RAID log content was not 
consistently cited In weekly status reports. Whlle IV&V vaUdated the active status of 
severalkeyrlsks (e.g., Rlsk#89relatedtodatavalldationandRlsk#112concemlng test 
executloncontlnulty),theserlskswereprlmarllyreferencedthroughsummarynarratlves, 
not as direct log Item linkages. The most recent RAID log submitted In March lists several 
active risks not fully Integra ted Into status reports, suggest ing th is observation should 
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2024.12.006 Risk Moderate Moderate Some lower-priority testing. such as reporting subsystem batch jobs, PMBOK• v7 encourages scope Delays in non-critical tasks, such as reporting subsystem batch jobs with 0% (2024.12.07.Rl) Request Extension for Non-Critical Deliverables: Open 
reflects 0% progress. and schedule flexibility in progress, highlight the need to rea llocate resources to critical testing activities. Deprlorltize non-critical testing areas and request extensions for 

adaptive project By deprioritizing these areas and requesting extensions, as supported by their delivery to realloca te focus to critical test ing. To ensure 
environments. PMBOK• v7, the project can focus on achieving timely completion of high- timely completion of high-priority deliverables such as KMS Go 

prioritydeliverablessuchasKMSGolive. live. 
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standardized. 

2025/02/28: While testing reports did show Improvement In February, IV&V wlll continue 
to monltor the clarlty oftheweeklytestlngreportscltlngthe transltlonoftestlng 
responsibilities to Protech. In order to placemark test reporting progress and clarity, the 
percentageoftestlngper testlngstreamlsasof02/19/2025, 
- Flnanclal Test Deck (FTD): 75'¼ complete (18 scenarios passed, 6 active). 
- System Integration Testing (SIT) Elcecutlon: 82'¼ complete (78 out of 9S test scripts 
executed). 
- Batch Job Test ing: 38" vaUdated (Improving from previous months, but still below 
required levels). 
- Refined UI Testing: 90% complete (410 screens tested, 41 fa iled cases awaiting defect 
resolut ion). 
IV&V will continue to monitor test reporting clarity through the transition to Protech 
test ing oversight. 

2025/01/31: Ongoing challenges rela ted to resource constraints and finalizing vaUdat lon 
efforts require continued monitoring to ensure full Implementation and long-term stability. 

2025/06/30: The remaining open tickets have been reclassified with assigned levels (by 
ProTech) for priority and criticality. Tickets requiring assistance from IBM are forwarded. It 
appears that all of the remaining 37 open tickets are being actively worked upon as the goal 
for Pro Tech is to have no open t ickets to exit SIT. The recommendation is still applicable 
and IV&V will continue to monitor the defects management process. 

2025/05/30: May project updates did not provide explicit evidence of closure for lower­
priority test ing tasks, such as reporting updates and document flna lization. These activities 
remain open and require focused attention to complete supporting documentation. 

2025/04/30: The incomplete state ( 25%) of 0-21 (System Test ing Report) as of Apri l 30 
further supports keeping Observation 2024.12.006 open. The delays are not isolated to 
minor reports, they affect key transit ion documentation necessary for test ing and cutover. 
This documentisessent ial for closingoutsystemtesting. gatingacceptancetestingstart, 
andmeetingstakeholderval idationrequirements. 

2025/03/31: In March, the project team communicated and aligned on a revised Go-live 
date of November 11, 2025, extending the overall t imeline to accommodate continued 
val idation activities, including batch outputs and reporting. While a formal extension 
requestspecif ictonon-crlt ica l test itemswasnot documented, theextended scheduleand 
associated updates reflect a de facto approval for additional test ing time. This schedule 
shift has enabled continued work on lower-priority va lidations, effectively meeting the 
recommendation's intent. This item may be considered for closure, cont ingent upon 

confirmation that remaining report testing is included in the updated cutover and UAT 
planning.ClosurewillalsobecontingentuponProtechcompleting theactivitiesin the 
transition SOW for CSEA to review and provide approval in order to formalize the schedule. 

2025/02/28: lnfebruary thetestingteamshaveprlorlt ized System lntegrat ion Test ing(51T) 
and Financial Deck Testing (FTO) execution, delaying non-essential batch jobs to mitigate 
schedule risks. A formal extension request is in discussion to defer lower priority 
deliverables likereportingsubsystembatchjobs,ensuringresourcealignmentwithcritical 
milestones. IV&V wi ll continue to monitor the outcome of the discussions. 

2025/01/31:Continuedprogress inrefiningdatamanagementprocessesandenhancing 
coordination among key stakeholders. However, persistent challenges in ensuring data 
accuracyandresolvinginconsistenciesrequire furthervalidationeffortsandongoing 
oversighttoachievefullresolution. 
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2024.12.007 Risk Moderate Moderate 

2023.10.002 Risk Moderate High 

INPUSTin'STANDMPSMO 

Risks related to dependencies, resource availability, and stakeholder IS0/IEC 16085:2021 highlights The increasing trend in logged defects (480 as of December 18, 2024) and (2024.12.08.Rl) Further enhance the risk mitigation plan targeting Open 2025/06/30:Theprojectschedulehasa 69-dayvarianceandtherearestill37opendefect 
tickets remaining. Staff resourcing. coordination, and stakeholder approvals are areas of 
high risk. The risk mitigation plan is not t ight ly integrated with a current or realistic project 
schedule. IV&V will continue to monitor this observation. 

approvals are not explicitly mitigated in the schedule. Weekly risk management as a critical unmitigated risks related to dependencies and resource availability emphasize defect-prone areas such as financials and enforcement systems, 

reports highlight an increasing trend in defects, with 480 defects process for life cycle projects. critical gaps in risk management . Enhancing the risk mitigation plan, as proactively reducing the likelihood of additional delays caused by 
logged as of December 18, 2024. recommended by ISO/IEC 16085:2021, will address recurring issues in defect- recurring issues. 

prone areas like financials and interfaces, reducing the likelihood of Nrther 
delays. 

Project management responsibilities may impact effective project 
execution. 

PMBOK• v7 emphasizes CSEA's KEIKI system currently relies on a legacy cyberfusion system running on REOPENED: 2023.10.002.Rl - Improve the project schedule to 
resource optimization as part the State's mainframe for system file and data exchanges with multiple State address schedule concerns. 

of the "Resource of Hawaii agencies. The timing of multiple agencies moving off the mainframe • Develop a detailed plan with assigned resources to complete 
The review of prior findings confirms that several closed issues 
correlatewithongoingchallengesindataval idation,resource 
management, interfacedependencies,andtest ingprogress. To 
ensure project success and minimize ctJtover risks, reopening these 
findingsandimplementingcorrectiveactionsareadvised. 

Management" domain. at different times will result in the need to modify KEIKI system interfaces project tasks. 

Aligning resource capacity with after the system has been deployed. Until other State modernizat ion projects • Provide the appropriate detail of tasks, durations, due dates, 
demand ensures timely task are completed, the KEIKI project cannot perform server-based data exchanges milestones, and key work products for various parties. CSEA 

completion. and wi ll need to continue to interface via the mainframe. assigned tasks should also be clearly reflected in the project 

Dependenciessuchastask593for "KMS:AcceptanceTestScripts 
Development Complete" remain unfulfilled. Weekly reports identify 

unresolveddatafiledependenciesandincorrectfileformats(e.g., 
GDGissues inbatchjobs), Nrtherdelayingprogress. 

Performanc:e Domain: 
Stakeholder -emphasizes 

maintaining active 
engagement and 
accountability during 
governance transitions to 

Lineartasksequencingcontributestodelayswheretaskscould ensurecontinuedproject 
feasibly run in parallel (e.g., compl iance and database migration). alignment and stakeholder 
Financialshave0%validat ioncoveragein therefinedUl, highlighting confidence. 
the backlog. 

REOPENED - May 202S 

Performanc:e Domain: 
Plannlna: -requiresintegrated 
schedules that reflect realistic 

The May 2025 project schedule continues to show a 54-day variance milestone targets and 

from the baseline, with no formal rebaseline in place to reflect incorporate decision-making 
ongoing challenges. This delay is primarily driven by unresolved frameworks, ensuring that 
critical system testing defects, persistent data extract discrepancies, governance and planning 
and performance tuning issues in key batch jobs. The lack of a formal activities are fully 

schedulerebaselineorupdatefurtherelevatestheriskof synchronized for project 
downstream impacts on UAT readiness and stakeholder confidence. 

ISO/IEC16085:2021 
The CSEA Project Manager has exited the project with CSEA Project recommends proactive risk 
Leadership providing interim coverage. The project at the end of management to identify areas 

schedule. 
In addition, as the KEIKI project involves integrating a modernized child • Obtain agreement on the baseline schedule and then hold 
support system with existing legacy systems, there may be other technological parties accountable for tasks and deadlines. 
andarchitecturalgapsthatarise.Thesegapscanincludedifferencesin 
technology stacks, such as programming languages, database systems, and REOPENED: 2023.10.002.R2- Determine the root causes of 

operating environments, as well as the absence of modern application 
prcsramming interfaces (APls) in the legacy systems. Based on the timing of 
concurrentStateofHawaiimodernizationprojectsandupgrades,theend-to­
endtestingoftheKEIKlsystemmaynecessitatetheundertakingof 
supplementary tasks, allocation of additional resources, and coordination 
efforts. 

REOPENED-May 202S 

Schedule Variance: This delay is primarily driven by unresolved critical system 

delaysanddevelopplanstoaddressthem. 
•Performarootcauseanalysisincluding defining the problem, 
brainstormingpossiblecauses, anddevelopingaplantoaddress 
therootcauseoftheproblemsuchasresourceconstraints, 

dependencies,andundefinedtasks.Assesspotent ialopportunit ies 
forparallelizingworkstreamsandefforts. 
•Basedontheexperienceofthelasttwomonths,createa 
realisticschedulebasedonthetimeandresourcesneededto 
perform tasks. 

CLOSED: 2023.10.002.R3-Assess the need for additional Protech 

resourcesforprojectmanagementsupport . 

testing defects, persistent data extract discrepancies, and performance tuning CLOSED: 2023.10.002.R4- Have the CSEA and Protech Project 

issues in key batch jobs. The lack of a formal schedule rebaseline or update Managers adopt a more joint, collaborative approach. 
further elevates the risk of downstream impacts on UAT readiness and • Have the interim PMs clearly define their roles and 
stakeholder confidence. responsibilitiesinprojectmanagementresponsibilities. 

•Activelyplan,shareandexecuteproject responsibilit ies. 

May was experiencing a 54 day variance with zero float in the critical where concurrent task Projm Manq:ement Interim Covel'IIJe: The departure of the CSEA Project 
path. execution mitigates schedule Manager in May has introduced an immediate need for documented interim 

Related RAID Log Action Items have not been reassigned to interim risks. project management coverage to maintain project governance continuity. 
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2025/05/30: The weekly status and testing reports continue to document an upward t rend 
in total logged defects, reaching 480 as of late May. This reinforces ongoing risks to 
schedulealignmentandstakeholderconfidence ifdefectclosureeffortsarenotprioritized. 

2025/04/30: Compliance and Penetration Test ing tasks, dependencies and resource 
availabilityremainunassignedasofApri l 30. 

2025/03/31: In March, risk awareness remained a core focus across IV&Vand stakeholder 
reporting, with specific emphasis on transition readiness, batch data quality, and cutover 
planningrisks.Activeriskssuchas Risk#89 (dataextract ion)andRisk#112(test ing 

transit ion) were tracked through status reports and IV&V analysis, and the March RAID lcs 
reflected five open risks aligned with ongoing project concerns. However, RAID lcs 
integration into weekly reports was still partial, with risk IDs not consistently cited in 
narrative updates. As such, this observation should remain open, pending full and 
consistent mapping of RAID risks into weekly reporting artifacts and stakeholder 
communications. 

2025/02/28: In February, risk management processes remain active, with ongoing 
monitoringofresourceallocat ion,batchjobvalidation,and interfacefileresolution. 
Severalrisksremainopen,includingdataextractiondelays,defectresolutionissues,and 
resource constraints. Additional verification and sustained monitoring are needed to 
ensureriskmitigationstrategiesarefullyimplementedbeforeclosure. 

2025/01/31: Risk mitigat ion efforts, including strengthened collaboration between teams 
toaddresssystemintegrationchallengesandresolvekeytechnicalissues improvedin 

January. However, some dependencies remain unresolved, necessitating additional testing 
and validation to fully mitigate potential risks before implementation. 

Reopene 2025/06/30: 2023.10.002.Rl- The project schedule delay has increased to a 69-day Original Close: 2024/05/31 
d variance. ProTechhasproposedtoupdatetheprojectscheduleaftertheissuesanddefects Reopened:2023.10.002.R2 

have been resolved and have exited the SIT phase. Pro Tech continues to actively work on 2024/12/24 
the37remainingopendefectsandbatch loadtesting. Thescheduleisat riskand Reopened: 
recommendations remain C\Jrrent. 2023.10.002.Rl and 

2023.10.002.R4 2023/50/30 
2025/06/30: 2023.10.002.R2- Upon reviewing internal Jira documentat ion on testing, Closed: 2023,10,002,R4 

Pro Tech is performing root cause analysis, output(s) include screen shots, and testing notes 2025/06/30 
onopentickets. Thecurrentschedule doesnotappeartoreflect thetimingof testing 
completion or the resolution of open activities. IV&V will continue to monitor. 

2025/06/30: 2023.10.002.R4- CSEA leadership and Pro Tech have jointly addressed the gap 
left by the temporary departure of the CSEA Project Manager. This was conveyed both in 
written and verbal communications. This recommendation has been addressed and is now 
Closed. 

2025/05/30: The temporary leave of absence of the CSEA Project Manager which is now 
beingcoveredbytheCSEAprojectleadsfurtherstheneedtoupdategovenanceand 
decision frameworks to document and formalize the roles of interim CSEA project leads 
covering the CSEA's Project Management responsibiities. This will ensure accountability, 

maintainstakeholeralignment andreducethe riskofgapsinprojectoversightand 
consistency. Thiswould beanopertune time toaccesstherootcausesdrivingschedule 
delays and work with Protech to align an agreed schedule in order to eliminate further 
cascadingdelaysintheprojectgolivedate, whichisexperiencinga54dayvariancefrom 
thebasel inescheduleasofMay30,2025. Projectgovernancedocuments,(e.g.RAIDLog) 

should be reviewed and assigned to appropriate action owners. Communications should be 
draftedtoallprojectstakeholdersinordertoalignthemtotheappropriateinterimproject 
managerwithareaofoversightresponsibility. 

OriginalClosureNote:Closedasthe 
projectmanagersareworkingmore 
collaborativelytoshareandexecute 
project responsibilities. 
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RSl'PIIACTlas 

Moderate Moderate 

coverage owners. 

There Is a risk for delays In the data extraction process, which Is IEEE 1012-2016 

crlt lcal for the cutover activities, due to reUance on shared 

malnframeresources, lnefflclencles lndataextractlonprograms,and 

long download/upload t imes. Thls could Impact the project by 

Increasing costs, compromising the quality of the overall solution, 

and causing operatlonal downtime of 4 to 5 days during the cutover 

weekend,therebyextendlngtheprojecttlmellne. 

While CSEA project leads have assumed responslblllty In the short term, the 

lackofaformalizedapproach leavespotentlal gaps lnaccountabllity, rlsk 

tracklns.anddeclslon-maklng.Ensurlngthat lnterlm coveragerolesareclearly 

deflnedand lntegrated lntooverall proJectgovernancewlll reducerisksof 

miscommunication and schedule mlsalignment. The detalls of these 

governance aUgnments and assignments should be clearl y communicated to 

stakeholders andreflected lnproJectdocumentat lon. 

The data extraction process ls crlt lca l for the cutover activit ies and current 2024.08.001.Rl - Verification of Data Extraction and Conversion Open 

projections show potent la I for significant delays. This Issue results from Processes 

reUance on shared mainframe resources, lnefflclencles In data extraction • 5tandard(s): IEEE 1012-2016 Emphasis: Verification ensures 

programs, and long download/upload t imes. Each t ime new data ls needed for that the system Is built correct ly according to Its specifications. 

testing, the entire database must be extracted, which ls t ime-consuming. CSEA o Recommendation: Implement a thorough verification process 

ls evaluatlng a SQL replication strategy to replace the current process and has for all data extraction and conversion methods, particularly the 

assigned two dedicated resources to Identify and test thls approach. Dally Asel! to BCP script convers ions. EstabUsh checkpoints where the 

meetings with DOI and CSEA have been estabUshed to collaborate on thls fi le counts and convers ion accuracy are verified before moving to 

1ssue. Thetargetforvalidatlngthlsapproach ls July31st. subsequentphasesoftheprojecttoavoldpotentlallssues ln later 

stages. 

The static data collected from the data extract process projects a worst-case 2024.08.001.Rl - Valida t i on of Extracted Data Consistency 

scenario of 12 to 36 days to fu lly extract ADABAS data to the 374 flat fi les, • Standard(s): IEEE 1012-2016 Emphasis: VaUdatlon ensures that 

lncludlng downloadlng and uploadlng the flies. This arises due to: 1) CSEA uses the system meets Its Intended use and satisfies user needs. 

a shared mainframe, 2) Inefficiencies of data extraction programs, 3) o Recommendation: Conduct end-to-end vaUdatlon of the 

download/upload t imes. The data extract process Is central to the cutover extracted data, ensuring that the SQL-to-SQL comparisons are 

act ivit ies completlng over Fri/Sat/Sun. If not Improved, CSEA may face 4/5 consistent and match across systems (Protech and CSEA). Given 

days operatlonal downtime for cutover weekend. the noted discrepancies, a va lidatlon step should be Introduced 

after eachmaJor extractionandconverslontask(e.g., Task18). 

This will confirm that the extracted data matches the expected 

outputand lsusableforfurtherprocesslng. 

2024.08.001.R3 - Risk Management for Binary and Asen FIie 

HandUng 

•Standard(s):IEEE1012-2016Emphasls:Rlskmanagement ls 

lntegrated lntothelV&V processto ldentlfypotent lalrlsksand 

lmplementmlt lg11tlonstrategles. 

oRecommendatlon:Assesstherlsksassoclatedwlththe 

convers lonandhandllngofblnaryandAscll fi les.Dlscrepandes ln 

blnaryfl le countsandtheuseofconvertersfor27fileswere 
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2025/04/30: The root causes driving schedule delays, such as lack of resource clarity, 

overlapping dependencies, and unscheduled support tasks, remain visible in April. While 
the project team responded to delays with schedule updates (PCR-3) and completed SIT 

lteration2, theconditionsthat ledtoeari ierdelayshavenotbeensystematicallymitigated. 
The continued shifting of the estimated Go-Live date beyond PCR-3's approved timeline 

further supports the observation that a durable resolution has not yet been rea lized. IV&V 
also notes that the critical path from Deliverable D-21 approval to Acceptance Testing start 

remainsunderpressure,withzerofloat, increasingthe likelihoodofcascadingdelaysif 

unresolved tasks are not completed promptly. IV&V recommends that the project team 

considerconductingarootcauseanalysisandreviewingownershipassignmentsforcritica l 

path readiness tasks, including batch fina lization, tra ining.and security preparation, in 
al ignment with PM BOK• v7 guidance on Risk and Resource Management, to reduce the 

likel ihood of further schedule compression. 

2025/03/31: As of March, project reporting has improved in granularity, with weekly status 
reports consistently identifying active risks and testing-related blockers, and IV&V tracking 

individual RAID log items (e.g., Risks 1189 and #112). However, formal distinction between 

risks, issues, anddecisionsremains inconsistentacrosscommunications,particularlyin 

status reports, where these items are often combined into narrative summaries without 

clear label ing. Whi le the March RAID log itself includes structured entries for each category, 
thisobservationshouldremainopenuntil consistent,category-specifictaggingis 

incorporated into all reporting streams. In order for CSEA to formally approve the new 

project schedule, Protech must complete the activities in the transition SOW. Protech 

needs to schedule a firm delivery date that is acceptable to CSEA with urgency, since the 

schedulecannotbeformallyal igned in itsabsence. 

2025/02/28: Efforts to parallelize workstreams (2023.10.002.R2-2) are being evaluated, 

but coordination betWeen Protech and CSEA while underway Is facing larger prlorlt les for 

testlngtranslt lon. Whlleprogresshasbeenmade ln ldentlfylngrootcausesandadJustlng 

scheduUngstrategles,thlsrecommendatlon lsrequlrlngamorestructuredapproachto 

aligntestlngprlorlt leswhlch mayendupbelngaddressed lnthetestlngtranslt lonplan. 

IV&V will continue to monitor that progress. 

2024/02/29: The project schedule does not include all project tasks and is being updated 
to include more granular-level project activities One recommendation was closed as 

Protech added additional project management resources. 

2025/06/25: In June, the data extract va lldatlon process betWeen AOABAS and SQL 

continued to show record count mismatches, requi ring further Investigation and validatlon 

during system testing. Both hybrid and non-hybrid extraction methods are under 

evaluation; however, the non-hybrid method remains untested, with Its vlabll!ty expected 

to be determined before UAT ends. A successful match was confirmed for the Aprll 10 FCR 

outgolngpre-batchonJune20, butconslstentaUgnmentacrossall datasetshasnotyet 

beenachleved. Toaddressperformancedlscrepancles, Protech lnlt latedtablepartlt lonlng 

(e.g., F156)andparallel blnarydata loadlng.whlchsuccessfullyreducedbatch loadtlmes 

from 17 hours to under 5 hours. Despite th is Improvement, five open performance-related 

defects remain, primarily affect ing batch processes such as OCSE157, State Tax Offset, and 

AP BI ii processing. IV&V will continue to monitor progress toward the July target. 

2025/05/30: The May weekly status and testing status updates confirmed that data 

extractlon processesandperformancedlscrepanclescontlnuetodelaysystem readlnessfor 

UAT testing. Addit ional testing cycles and data mapping validatlon efforts are underway to 

address these extract Issues. IV& V will continue to monitor progress toward the July 

target. 

2025/04/30: In April CSEA and Protech (DDI) continue dally coordination post transit ion 

(Data House departure and translt lonal SOW activity completlon). SQL repUcatlon testing ls 

active but not yet fu lly vaUdated as stable (RAID log Risk #89). Over 30 data outputs from 

theFeblSthbatcharestilllnthevaUdatlonprocessandtheprocess lsstlll reUanton 

workarounds and contingency planning ahead of the July 31 vaUdatlon target. Observation 

2024.06.001 should remain open. While progress across all four recommendation areas Is 

evldent, fina l vaUdatlonhasnotbeenachleved, andextract-relatedrlsksremalnactlve. 

Continued IV&V monitoring Is necessary through July to assess the effectiveness of SQL 

replicat ion and fu ll extract va lfdatlon before the system cutover. 



ASSESSMlNTOIISlllVATION ORIGINAL OJMl!NT INPUSTin'STANDMPSMO 
MIA ID TYPI SIVUITY SIVIIIITY OISIIIVATION IEST PIIAC'Tla5 ANALYSIS ltlCOMMINDATIONS STAnJS 1---+---__,. __ ,__ __ _,_ __ _,. _______________ _,_ ______ .,_ __________________ ,dlscussed.1t ls recommendedtoperformrlskanalyslsonthese 

converslons,ensurlng thatanypotentlal data corruptlonorloss 
durlngconverslonlsldent!fledand mltlgated.Conslder 
lmplementlngadditlonal testlngandvaUdatlonforthesespec!flc 
fi les. 
2024.08.001.R4 - Resource Management and Space Avallabll!ty 

• IEEE 1012-2016 Emphasis: Resource management Is cruclal for 
the successful executlonofprojectactlvltles. 
o Recommendation: The observation regarding potentlal space 

risks should be taken seriously. Conduct a resource assessment to 
ensurethatthere lssufficlentstorageandcomputlng resourcesto 
handletheextractlon, converslon,andprocesslngofdata. Thls 
shouldbedonebefore theextractlonprocessbeglns,wlth 
contlngencyplans lnplace lncaseofresourceshortages. 
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STAnJS ll'DATI C.051D DATI 
2025/03/31TnMarch, the project team made notable progress toward addressing data 
extract quality Issues, lncludlng the launch of structured half-day CSEA agency vaUdatlon 
sessions, and the Init iation of a deUverable to Identify non-printable characters ln hybrid DB 
fields. Although SQL replication fa ilures and data formatting mismatches remain 
contrlbutorstodelayedbatchoutputvalldatlon, Rlsk#89contlnues totrack theselssuesas 
open. With key actlvltles underway but fina l valldatlon still pending for over 30 outputs 
f rom the February 18batchcycle,thls observatlonshould remalnopen,wlthclosure 
conslderedonceextractstablUtyandvaUdatlonresultsarefullyconflrmed. We 
acknowledge that targeting the new Go-live date of 11/11/2025 to utilize a long weekend 
forcutoverwillreducerlsk. 

2025/02/28: While progress has been made In refining extraction strategies and 
lmplementlng validatlon checkpoints, fu ll vaUdatlon and risk mit igation have not been 
achieved, and cutover risks remain active. Continued IV&V monitoring Is required to ensure 
SQL repl!ca tlon t esting ls vaUdated and operational before cutover plannlng. SQL replication 
testing continues (2024.08.001.Rl), with CSEA and DOI holding dally coordination 
meetings, but vaUdatlon of the approach has not yet been completed. These actlvltles wlll 
need to resume with Protech taking over DDl 's responslbllitles. Verification and validatlon 
steps have Improved (2024.08.001.R2), but discrepancies In extracted data persist, 
requlrlngadditlonal converslonaccuracychecksandspacemanagementadjustmeots 
(2024.08.001.R4). Risk management for binary and ASCII file handling. 

(2024.08.001.R3) Is ongoing, with proactive error tracking reducing potent la I corruption 
rlsks,butvaUdatlonremalnslncomplete. 

2025/01/31: The latest status update for January Indicates continued collaboration 
betWeen CSEA and DOI to refine the SQL repl!ca tlon strategy, with dedicated resources 
actlvely testing extraction Improvements to mitigate risks associated with prolonged data 
t ransfer t imes. In alignment with IEEE 1012-2016, verif icat ion checkpoints have been 
partially Implemented (2024.08.001.Rl), va lidatlon steps for extracted data consistency are 
progressing (2024.08.001.R2), and addit lonal risk assessments for bl nary and ASCII file 
handling are ongoing to prevent data corruption (2024.08.001.R3), while space availablllty 
concerns remain under review with contingency plannlng In progress (2024.08.001.R4). 

2024/12/24: (2024.08.001.Rl) - Verification of Data Extraction and Conversion Processes: 
Verlficatlon processes have progressed, with partlal lmplementatlon of checkpoints for 
ASClltoBCPscrlptconverslons. Fl lecountsandconverslonaccuracyvaUdatlonsare 
ongoing, resolvlng discrepancies Iteratively to reduce downstream errors. Additlonal 
automatedchecksarerequlredtofullystrengthentheverlficatlonprocess. 

(2024.08.001.R2) - Val!datlon of Extracted Data Consistency: 

SQL-to-SQL comparisons betWeen Protech and CSEA systems have advanced, with 
validatlon checkpoints Introduced after major extraction tasks. Improvements In data 
alignmentareevldent,but lnterfacedatadlscrepanclesremaln, requlrlngfurthervaUdatlon 
for end-to-end consistency across systems. Batch vaUdatlon using September 30 production 
datademonstratedreduced lnconslstencles. 

(2024.08.001.R3) - Risk Management for Binary and ASCII FI ie Handling: 

Risk assessments for binary and ASCII f ile conversions have ident ified critical areas 
requiringadditional testing tomitigate rlsksof datacorruption. Packed binaryand 
date/time field issues have been resolved, but validation of fi le integrity during conversion 
phases isstillcrucial. Proactiveerror tracking hasminimiledpotentialissues during testing 
phases. 

(2024.08.001.R4) - Resource Management and Space Ava!labllity: 

Resource assessments and adjustments to mainframe utll!zatlon have Improved testing 
efficiency by addressing storage and computational Umltatlons. Contingency plans for 
storageshortageshave beenestabUshed,ensurlngsmoother testlngandbatch processlng 
cycles. Continued focus on resource prlorltlzatlon Is needed to avoid delays In high-demand 
testing periods. 

IV&V will continue to monitor these recommendations and val!date progress untll full 
resolution is achieved. 



ASSESSMlNTOIISlllVATION ORIGINAL OJMl!NT 

Technolasv 2024.03.001 Risk Moderate Moderate The timing of other State of Hawaii modernization projects impacts 
theability toproperlydesign KEIKlsysteminterfacesandwill 
necessitatetheneedforinterfacemodificationsafterits 
deployment,whichcanleadtoadditionalcosts,delays,and 
disruption to the system. 

INPUSTin'STANDMPSMO 
RSl'PIIACTlas 

CSEA's KEIKI system currently relies on a legacy cyberfusion system running on CLOSED: 2024.07.001.Rl- It was recommended that CSEA meet Open 
the State's mainframe for system file and data exchanges with multiple State with the new Chief Data Officer. And also to meet with the EFS 

of Hawaii agencies. The timing of multiple agencies moving off the mainframe team to identify any potential impacts to CSEA and align with IT 
at different times will result in the need to modify KEIKI system interfaces policies. 
after the system has been deployed. Until other State modernizat ion projects 
are completed, the KEIKI project cannot perform server-based data exchanges CLOSED: 2024.03.001.Rl- CSEA should coordinate regular 

and will need to continue to interface via the mainframe. meetings with impacted State of Hawaii agencies. 
•Roles,responsibilit ies,expectationsandinterfacerequirements 

In addition, as the KEIKI project involves integrating a modernized child should be clearly defined to ensure information and project status 
support system with existing legacy systems, there may be other technological is proactively communicated for the various modernizat ion 
andarchitecturalgapsthatarise.Thesegapscanincludedifferencesin efforts. 
technolasv stacks, such as programming languages, database systems, and 
operating environments, as well as the absence of modern application 
programming interfaces IAPls) in the legacy systems. Based on the timing of 
concurrentStateofHawaiimodernizationprojectsanduPSrades,theend-to­
endtestingoftheKEIKlsystemmaynecessitatetheundertakingof 
supplementary tasks, allocation of additional resources, and coordination 
efforts. 

2024.03.001.R2- The projects should properly plan for interfaces 

so that they are flexible enough to accommodate future changes 
andarecompatiblewithotheragencies. 
•Clearlyidentifyall the interfaces thatthesystemwillinteract 
with and how they will communicate. 
•Developinterfacesanddatastructurethat areflexibleenoughto 
accommodatechangestotheinterfaces. 
•Detailed testingwillberequiredas thevarious departments 
UPSradetheirsystemstoensurecompatibility. 
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2025/06/25:AsofJune,interfacedevelopmentandtestingeffortscontinueunderSystem 
Integration Testing (SIT) Iteration 2, which is 97% complete. Interface-related performance 
issues persist, particularly with batch processes such as OCSE1S7, State Tax Offset, and AP 
Bill, and are being tracked under RAID log IDs 35 and S6. These issues highlight ongoing 
challengesinensuringcompatibilityandperformanceacrossagencysystems. 
The project has not yet confirmed a final decision on the use of Code-1 Plus software, 
whichiscriticalforaddressnormalizationandcross-agencydatacompatibility. 

Additionally, the bridge program to support address normalization is 91% complete, and 
the Twi lio integrat ion for job fa ilure notifications is being explored to improve system 
responsiveness. While progress is being made, continued attention to interface flexibility, 
performance tuning, and coordinat ion with external system UPSrades is needed to meet 
andsupportfutureintegrationrequirements. 

2025/05/30: In May, interface dependency updates focused on the CSEA proposed changes 
to the BOH interface file format, which have yet to be formalized and integrated into the 
schedule.lnterfacetestingactivitiescontinuedtoaddressperformanceanddatavalidation 
concerns,includingFTPinterfaceupdatesandmockfileexchangeswithexternalpartners. 
Protech and CSEA should establish a formal change control process for interface updates, 
ensuringthatanynewinterfacefileformatsordependenciesareincorporatedintothe 
projectbaselineandverified throughtesting. 

2025/04/30: Interface structures havebeendefinedanddesignedforflexibility, but 
interface testing and retest confirmation remain incomplete. Dependencies on other 
agencies' modernizat ion t imelines continue to impact readiness, and discrepancies 

between legacy and replatformed outputs are still under resolution. Observation 
2024.03.001 should remain open to track continued validation and confirmation of 
interface compat ibility with both modern and legacy systems. While the interface inventory 
andflexibilityplanningarecomplete,testingdelaysandagencymodernization 
dependenciesarestillimpactingreadinessandtraceability. 

2025/03/31: lnMarch,Protechbeganvalidating the228 opendefectswithin Jira,including 
over 100 unconfirmed issues, and took ownership of ensuring traceability between defect 
resolution and retesting outcomes. While SIT retesting is well underway for most UI and 
batch-relateddefects,interfacetestingcontinuestoexperiencedelays,particularlydueto 
difficulties capturing test files prior to downstream system consumption. These challenges 
have limited retesting confirmation for interface-related defects. Therefore, this 
observationremainsopen,withresolutioncontingentonimprovingtesttraceabilityand 
confirmingretestdocumentationacrossallfunctionalareas,includinginterfaces. 

2025/02/28: Testing has identified compatibility challenges (2024.03.00LR2-2), 
particularlywithexternalagencysystemupgrades,requiringenhancedflexibilityin 
interfaceconfigurations.Whileprogresshasbeenmade ininterfaceplanningand 
validation, ongoing compatibility challenges and pending refinements necessitate continued 
monitoring and testing before th is recommendation can be closed. 

2025/01/31: While progress has been made in developing flexible interface structures and 
planning for future modifications, end-to-end testing remains ongoing, and coordination 

with other departments is still required, meaning recommendation 2024.03.001.R2 cannot 
yetbecloseduntilfullcompatibilityandadaptabilityarevalidated. 

2024/12/24 - (2024.03.00LR2) In December 2024, progress was made in identifying 
system interfaces and their communication methods, with updates shared during weekly 
interfaceworkshops. Effortstoensureflexibilityindatastructuresandinterface 
configurations continued, including adjustments for compatibility with modernization 
effortsinpartneragencies.Testingactivitiesfocusedonvalidatingdataexchangethrough 
SQL-to-SQL comparisons and resolving discrepancies in interface files, with additional 
workshops scheduled to address integration challenges. While significant improvements 
were achieved, ongoing coordination with other departments is essential to ensure 
compatibilityastheirsystemsundergoupgrades. Detailedend-to-endtest ingremainsa 

criticalnextsteptoconfirmreadinessforproduction. 

2024/11/27 -(2024.03.001.RZ)- Interface Planning and Compatibility 
All interfaces have been cataloged, classified as inbound, outbound, or both, with their 
communication protocols clearly defined. This includes identifying dependencies with 
externalsystemsfrompartneragencies.Furthervalidationofinterfacefiles,particularly 
those with missing or incomplete data, is being prioritized during ongoing batch testing. 
lnterfacesandrelateddatastructureshavebeendevelopedwithflexibilityinmind, 

allowing for future changes without significant redevelopment. The system design supports 
updates to schema or message formats. Continue refining flexlblllty by testing adaptability 
wlthmockdatarepresentlngpotentlalfuturescenariosandconflguratlons.lnterface 
valldatlontestlngls underwayuslngproductlon-llkefiles. lnlt lalvalldations highlighted 
discrepancies In legacy and replatformed outputs, which are being addressed lteratlvely. 
Detalledtestlngwlllcontlnuealongsldelntegratlontestlng (SIT)toensurethatlnterfaces 
remain compatible with upgrades to external agency systems. 



ASSESSMlNTOIISlllVATION 

People 2024.12.001 Risk 

ORIGINAL OJMl!NT 
SIVUITY SIVIIIITY OISIIIVATION 

INPUSTin'STANDMPSMO 
RSl'PIIACTlas 

Moderate Moderate Cr!tlcal t asks like "AWS Environment Pub1075 Compllance" and PM BOK• v7 emphasizes Resource allocat lon challenges are hindering progress on crltlcal tasks like 

"KMS: Acceptance Test ScrlptS Development Complete" have 0% resource optimization as part compllance testlna and test script development, evidenced by 0% completlon 

completion despite their planned start ln October 2023. This of the "Resource rates and testlna backlogs (e.g., only 16" of batch jobs validated). Addresslna 

Indicates potential resource or prlorltlzatlon constraints. Weekly Management" domain. these Issues thro1.11h skilled resource deployment and upskllllna lnlt lat lves will 

testlna reports highlight slow prosress due to Insufficient resources Allgnlna resource capacity with mitigate delays, accelerate mllestone completion, and allgn with PM BOK• 

(data processlna) allocated to batch valldatlon and Interface testlna. demand ensures t imely task prlnclples for optimized resource management. 

For example, only 16" of batch jobs have passed validatlon as of completion. 
December 18, 2024. Tho1.11h data transfer and processlna Is the 

primary Issue, downstream considerations for knowledge transfer 

mustalsobeconslderedanddel!veredtlmelytopreventfuture 

testlnaandval!datlondelaysandprovldeaseamlesshandoffto 

CSEAtomalntalnqual!ty. 

(2024.12.001.Rl) Enhancement of resource allocation: the vendor Closed 

team should consider assl1nlna and all1nlna addltlonal or more 

experienced resources to the delayed tasks and backlOB testlna 
areassuchasflnanclalsandsupport Ulvalldatlon. 
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2024/10/31: 2024.07.001.Rl (Alignment of Data Policies with Chief Data Officer) CSEA has 

conducted the recommended meetings and established alignment on data exchange 

policies and impact assessments, this recommendation can be closed. Continued 
coordination could be noted as a follow-up item rather than an open recommendation. 

2024.03.00LR2 (Interfaces) Open/In Progress: Good progress has been made in identifying 

interfaces, and with continued focus on data coordination and flexibility planning. we can 

further strengthen alignment with this recommendation. Ongoing efforts to secure reliable 

dataandenhanceadaptablestructureswillhelpensurecompatibilityandreducepotential 

disruptions in the future. 

2024/09/30: The new Chief Data Officer ls engaged In the focus on data governance 

poUcles and Interface details with the EFS team, this effort will be ongoing through project 

Go-Live. 

2024/08/30: ETS' new Chief Data Officer has been aligned as a key stakeholder and ls ln the 

process of focusing on data governance pollcles and Interface concerns with the EFS team 

(2024.07.C)Ol.Rl) IV&V will continue to monitor and update as the focus on pollcles and 

Interface concerns progress. 

2024/07/31: The Chief Data Officer and the EFS team have been contacted and will be 

meetingwithCSEA. 

2024/06/30: CSEA and Protech agreed to develop a list of interfaces categorized into three 

groups: 1) Axway (source: AWS vs. Mainframe), 2) Mainframe (group of interfaces on the 

mainframe with departments pointing to Axway), and 3) Cyberfusion. They also decided to 

share this list at the next monthly meeting with State Departments. 

IV&V will continue to monitor the coordination with other State of Hawaii modernization 

projects 

2024/0S/31: Accuity closed one recommendation as CSEA is coordinating regular meetings 

with impacted State of Hawaii agencies to monitor the status of their modernization 

projects and mainframe operations. CSEA is planning to develop an inventory of interfaces 

to share at an upcoming meeting with impacted Departments. 

2024/04/30: CSEA organized a meeting with other Departments in April to exchange 

information regarding the status of their respective system modernizat ion efforts, 

specificallythoserelatedtothesharedmainframeanddependencies. 

202S/04/30: System Installat ion actlvlt les prosressed to 66" completion, lncludlna KEIKI 4S784 
database and AWS-hosted environment confl8llratlon.lRS Pub 107S (security and privacy 

requirements for agencies and contractors who receive or process Federal Tax Information) 

compliance was documented and tracked throughout Ql. Functional SIT and system t estlna 

were completed In April, and backlOB test cases appear closed vla full script execution In SIT 

Iteration 2, which shows all 119 test scr!ptS were executed and passed. 

IV&V recommends closlna thls observation and Its resultlna recommendation 
(2024.12.001.Rl) .. 

202S/03/31: As of March 202S, CSEA has confirmed that they have appropriate access to 

AWS since the Protech transition and overall testlna access and coordination have 

Improved, particularly thro1.11h structured a1ency validatlon meetings led by CSEA. The 

KEIKI project's batch testlna was reported as 87" complete, accordlna to the most recent 

Critical Path schedule update. This reflects cumulative prosress across multiple batch 

testlnalteratlons, lncludlnaperformancetunlnaeffortsandoutputvalidatloncycles 

associated with the February 18 dataset. The remalnlna batch act!v!tles, lncludlna Iteration 

Sand flnal val!datlon are scheduled to continue Into Aprll. This observation shall remain 

open until the formal schedule al!1nment has been conducted and approved by CSEA and 

backl01 testlnaareashavebeen addressed. 

202S/02/28: 38" of batch Jobs have passed val!dat lon as of February 26, 202S, showlna an 

Improvement but still below required levels for progression Into the next phase. Resource 

shortaps In financials and UI valldatlon are slowlna testlna execution, requlrlna add It Iona I 

skilled personnel to meet backlog demands. DOI has withdrawn from the project as of 

February19,2025, causlnathenecessltyforatestlnaallocatlontransltlon plantoProtech 

which Is still In progress, IV&V will continue to monitor progress. 

202S/Ol/31: Progress continues In addresslna the Identified Issue, with recent efforts 

focused on reflnlna data val!datlon processes and lmprovlna coordination between 

stakeholders. However, challenges remain In fully resolvlna discrepancies, and addltlonal 

verification steps will be required to ensure consistency before final lmplementatlon. 

See Status Update 2025/04/30 



ASSESSMENT OBSERVATION ORIGINAL CURRENT 

People 2024.12.002 Risk Moderate Moderate 

Process 2024.08.001 Risk Moderate low 

Process 2024.06.002 Risk Moderate Moderate 

Process 2024.03.002 Issue Moderate Moderate 

Process 2024.02.001 Prelimlnar N/A N/A 
y 

INOUSTitY STANOAAOSANO 

Notes from the project schedule highlight that approvals (e.g., from AD KAR• emphasizes building Engaging multiple stakeholders in conrurrent projects (Risk #31) is critical to 

CSEA) are critical to task progression. Weekly reports indicate awareness and desire for mitigating interface testing risks, but this requires synchronized coordination 
challenges in joint troubleshooting sessions with IBM due to PII and change among stakeholders to to prevent delays. Interface workshops and stakeholder meetings (Risk #35) 

2024.12.002.Rl) Facilitate regular communication with 
stakeholders like CSEA through daily meetings to expedite 
resolution of open issues. This will improve turnaround time for 
defectresolutionandtestexecutiondependencieswhile 
strengthening stakeholder engagement. 

Closed 2025/02/28: CSEA is holding half day meetings with the business teams that started in 2/28/25 
earlyfebruarytoensurethatallthetestscriptsarefullyreviewedandeditedinorderto 
expeditetheresolutionofopenissues. Thisact ivityalsoprovidesamechanismforchange 
managementbyfosteringcollaborationandamurualunderstandingofexpected file transfer protocol issues. align efforts. playakeyroleinfosteringcollaborationandensuringtimelyresolutionof 

Industry Standards and Best Practices: IEEE730-2014standard 
recommends that status reports include certain key information to 
ensureeffective communicationoftesting andqualityassurance 
activities. 

Theprojectfacesaslgn!flcantrlskoflncurrlngextenslvecostsfor 
deUverlng thenecessarydatatotesttherefactoredKEIKI 
appUcatlon,potentlallyleadlngtodelayslntheprojecttlmelineand 
lncreasedbudgetconstralnts. Despltedlscusslonswith Protechand 
AWS,thelssueremalnsbllllng-relatedratherthantechnlcal, 
necessitating ongoing negotiations with ETS to determine financial 
responslblUty. CSEA has developed a second option to use a SQL to 
SOLtransferlntoreducetheamountoffederalfundlngneededfor 
th lsplece ofthecontract. lnthemonthofJuly testlngwillbe 
conductedtotestthevlabllityofthlscostsavlngmeasure. A 
decision will be made at the end of July. With the new State CIO 
starting on August 15, declslon-maklng could be further delayed Into 
thefall. 

Inadequate schedule and resource management practices may lead 
toprojectdelays,mlssedprojectactlvlt les, unrealistlcschedule 
forecasts,orunldentlfiedcauses for delays. 

Additional Information Is needed regarding Protech's program 
development and testing approach. 

interface-related issues,reducing theriskofmisalignment in testingand 
implementation activities. 

functionality, reducing the risk of misalignment in test ing. IV&V notes that this 
recommendation has been acted upon and will close accordingly. 

2025/01/31: The status this month reflects ongoing efforts to enhance system integration 
and streamline data exchange processes, with incremental improvements in validation and 
test ing worldlows. Despite progress, key dependencies and unresolved technical issues 
continuetoposechallenges,requiringfurthercollaborationandrefinementtoachievefull 
resolution. 

There is currently a weekly testing report provided to the Project Team. The Closed 2024.08.001.Rl- The report should outline recommended Closed 2024/10/31: 2024.08.001.Rl (Testing Reports) The weekly test ing reports now include 2004/10/31 

report conveys the number of testing scenarios in process, however the report actions based on the current state of testing. as well as the next 
doesnotoffera totalnumberof testcasestobe processedforeach stepsforfuturetestingactivities. Ensurethatkeystakeholders 
workstream, nor does it convey fu ll metrics, such as percentage of completion can easily understand the report's findings and implicat ions. 

of the total scope within the test ing categories and how those align with the 
project schedule parameters. This can contribute to risk when total 
transparency is not displayed. 

•Metrics and Measurements: The separate weekly test report 
shouldprovidemetricsthatreflectthequalityofthesoftware, 
suchaspass/failrates,coverageoftests(e.g.,percentageoftest 
casesexecuted),andotherrelevanttesting metrics, i.e., total 
scenariostobetested,percentageofcompletionandtimelinefor 
completion. 

•ScheduleandMilestones: Thecurrentstatusofthetesting 
scheduleshouldbereported,notinganydeviationsfromplanned 
milestones and deadlines. The report should reflect the C\lrrent 
stateoftestingcompletiontrackingasalignedwiththeproject 
schedule. 

•Decisions and Change Requests: Any key decisions made during 
thetest ingphase, includingapprovedorpendingchangerequests 
that impacttesting orqualityassuranceactivit ies,shouldbe 
included. 

2024.07.002.Rl- Continue negotiations with ETS to secure 
financial support for data delivery. 
•Engagelndlscusslonstofindafeaslblecoststructurethataligns 
with project budgets. 

MeetlngshavebeenheldwlthProtech todlscuss thedataextractloncosts. 
Protech has engaged AWS for options, but AWS Indicates the Issue Is bllUng­
related, not technlcal. The cost of dellvering data for testing is crltlcal for the 
KEIKI project, but CSEA finds the current costs prohibitive. Discussions with 
ProtechandAWS lndlcate theneed to resolve the bllUnglssuerather than •Ensureclearcommunlcatlonofcostconcernsandlmpactsto 
technical challenges. Without a resolution, this Issue could Impact the project ETS. 
t lmeUne and budget. CSEA continues to engage ETS to negotiate a cost cap and 
explore alternative solutlons. 2024.07.002.Rl- Explore al ternative solutions with Protech and 

AWS.m- Investigate potential cost-saving measures or alternative 
technical approaches. m, Seek AWS assistance to bener 
understandandmanagebllllngconcerns. 

2024.07.002.R3- Improve performance of data extraction 
programs to minimize timing and associated costs. m, Work with 
Protech to Identify and Implement optimizations In the data 
extraction process. 

Closed 

pass/fai l rates, coverage metrics, defect tracking, and milestone updates, providing a 
clearerunderstandingof testingprogressandprojecthealth. This alignswiththe 
recommendation for improved reporting metrics and stakeholder communication. 

2024/09/30: 2024.08.001.Rl (Testing Reports) Significant improvements have been made 
in the most recent reports and provide a clearer understanding for all stakeholders. IV&V 
will continue to monitor as these improvements to visibility progress. 

2024/07/31: The SOL to SQL method for data extraction and transfer has been confirmed. 2024/07/31 
CSEAhasaddressedthelssueofcost. 

The overall project end date and Go-Live date Is projecting a 17-day variance 2024.03.002.Rl- Based on the complexity of the KEIKI project, Closed 2024/06/30: Issue closed. The schedule was updated and the 17-day variance was 2024/06/30 
due to the delay ln the assessment vaUdatlon which was completed In review and refine the schedule regularly with detalled tasks, successfully mitigated, ensuring the project remained on track. The project schedule 
February. It ls crucial for the Protech and CSEA project managers to both take realistic durations, and adequate resources. continues to be discussed weekly. 
active roles ln tracking and monitoring project activities, especially delayed • The project managers should meet weekly to discuss the project 
and upcoming tasks, to collaborate on ways to get the project back on t rack. schedule, continue to Identify detalled-level tasks based on high- IV&Vencourages the CSEA PM to conduct In depended reviews of the schedule and project 

level t lmeUnes, and Identify schedule and resource rela ted risks. metrics. IV&V wlll continue to monitor progress made on schedule and resource 
Although the project metrics are showing a 17-day variance, some project • The CSEA project manager should conduct Independent reviews management practices. 
tasks are delayed 1 to 2 months from the approved baseline Including bulldlng of the schedule and project metrics, proactlvely communicate 
the KEIKI database, developlng system test scripts, UI design, UI development, upcoming State tasks to CSEA stakeholders, create State specific 
code conversion, system test execution, etc. CSEA should have a clear detailed schedules, and communicate any concerns with the 
understanding of the Impact of delays on the overall t lmeUne and validate the quaUty of vendor execution. 
17-day schedulevarlance. •TheProtechprojectmanagershouldbeexecutlngtasksbased on 

the approved schedule, Identify schedule variances, eosureall 
project resourcesareontrack,andreportonquaUtyand project 
metrics toensure the projectlsmeetlngltsobjectlvesandgoals. 

In February, Protech deUvered the System Requirements Document and Test N/A for preUmlnary concerns. 
Plan which are still under review. CSEA already provided a number of 
comments for both deliverables requesting additional clarification or 

additionaldocumentation. Bothdeliverablesdonotprovidesufficient 
understanding of Protech and One Advanced's approach for the program 
development and testing phase. There needs to be a clearer mutual 
understanding of how Protec h's development and test ing approach will ensure 

that the new system and user interface will maintain the same funct ionality, 
data, and system interfaces as the old system. The System Requirements 
Definit ion deliverable is high-level documentation of items such as source 

code,datacomponent,and interfacetablesbutdoesnotactuallycapturethe 
requiredfunctionalityusingindustrystandardformatforrequirements. 

2024/05/31: ProtechdeUveredadraftofthereplanned projectscheduleandanalysls for 
CSEA's feedback and approval. The revised schedule maintains the origlnal Go-Live date. 

2024/04/30: Project managers started meeting regularly to review the project schedule. 
The project managerswill doadeeper analysls ofthe upcomlng technlcal tasks,andthen 
recalibratethe projectscheduleln May. 

Closed 2024/06/30: PreUmlnary closed. CSEA acknowledged the risk associated with not having 2024/06/30 
defined UI system requirements. Instead, the test scripts are used as the requirements. The 
teams collaborate closely and hold regular test meetings to ensure alignment and thorough 

test ing. 

IV&V will continue to monitor the clarification of the program development and testing 

2024/05/31: Protech's testing approach presentation was pushed back to June. The 
presentatlonlscrit lcalas test scrlptsarefinalizedandsystem testlngbeglnslnJune. 

2024/04/30: Protech will present their testing approach ln May. The presentation Is 
lmportantas testscriptsarefinaUzed,andsystemtestlnglsapproachlng. 

~ --~ --~ --- --~ --~ ---------------- -----~ nnr,,m .. ntina • ....,.,,;,..m.,nt<i< .,......,.;,.11.,.imnnr1',ont-fnr-th ... ,l...,,.lnnm .. nt-nf-th .. -~--------------~ - ~ -------------------~ -------------------~ 

Page8of10 

IV&V notes that th is recommendation 
hasbeentakenintoactionandwillclose 
accordingly. 

Therelsnowanallgnedandlmprovedtest 
reporting metrics with stakeholder 
communlcallonthataffordsefflciencyand 
agilityintheteammakinginformed 
decisions. 

The SQL to SOL method for data 
extractlonandtransferwlllbeused. 
CSEA has confirmed that the costs have 
been addressed. 

The schedulewasupdatedandthe17-
dayvariancewassuccessfu llymltlgated, 
ensurlng the projectremalnedontrack. 
The projectschedulecontlnues tobe 
discussed weekly. 

CSEA acknowledged the risk of not 
havlngdeflnedUlsystemrequlrements 
andaddressed lt byuslng test scriptsas 

therequirements. Addit ionally, the 
teamscollaborated closelyandheld 
regulartestmeetingstoensure 
alignmentandthoroughtesting.This 
approachmitigatestheriskbyensuring 
thatthetest ing process is 
comprehensiveandthatanyissuesare 
promptly ident ified and resolved 
through ongoing communication and 



ASSESSMlNTOIISlllVATION ORIGINAL OJMl!NT 
SIVUITY SIVIIIITY OISIIIVATION 

2024.01.001 Risk Moderate low 

Technology 2023.12.001 Positive Moderate N/A 

Technology 2023.11.001 Risk Moderate Moderate 

Ineffective project status meetings and reports can lead to delayed 
decision-making. lack of accountability, and reduced morale. 

The Automated Application Nsessment process was well planned 
andexecuted. 

Complex data system migration requirements, combined with 
Incomplete documentation and the absence of a forma lized process 
fornon-codetasks,mayleadtoprojectdelays,unmetcontract 
requlrements,andqualltylssues. 

INPUSTin'STANDMPSMO 
RSl'PIIACTlas 

new front-end user interface (UI). The System Requirements Definition 
deliverableincludeda Userlnterface sectionbutdoesnotincludesufficient 
information reaarding UI requirements. Protech has another UI Refinement 
plan deliverable due in May 2024, however, it is unclear if UI requirements will 
beincludedinthatdeliverable. 

If system requirements will not be used to manase development of UI as well 
as replatforming and refactoring of code work, then it is important to 
understand how Protech and One Advanced are planning to manage and 
report on development progress. Additionally, without documented system 
requirements,testingwillbeevenmorecriticalforidentifyinggapsinorissues 
with functionality during the development process. CSEA also has a number of 
comments and questions on the Protech Test Plan deliverable. In addition to 
the System Test Plan, Protech is developing an Acceptance Test Plan (UAT 
Plan) deliverable due in April 2024 which may help to provide additional 
clarificationofthecomprehensivetestingstrategyanddelineationoftesting 
responsibilities between Protech and CSEA. 

CSEA plans to work with Protech to clarify and refine both deliverables. IV&V 
will continue to monitor this preliminary concern as additional information is 
discovered. 

Weekly status reports are provided with a dashboard of the project status, CLOSED: 2024.01.001.Rl - CSEA should play an active role in Closed 
high level schedule, late tasks, tasks planned this week, open tasks, 30-day refining the project status report and providing topics for weekly 
lookahead,deliverablestatus,riskslog.keydecisions,changerequests,and projectmeetings. 
other project information. Despite numerous data points, the weekly project • Contribute to the improvement of project meetings and reports 
status reports may not give a complete picture of the project's progress. To that actively engage team members and highlight key information 
get a better understanding of any delays, risks, issues, or action items, relevant to the audience to promote problem-solving and 
additional research and analysis of past reports, review of the Microsoft constructive dialogue. 
Project schedule, and inquiry with project members is necessary. For example, • CSEA could solicit feedback prior to meetings so the team can be 
late project deliverables may be listed as simply win progress•; however, one is prepared to ask questions or discuss relevant project topics. 
unable to determine how many additional days the deliverable was pushed 
back without checking the previous weekly status report and the reason for CLOSED: 2024.01.001.R2 - Set clear objectives for meetings and 
additional time is not discussed or disclosed. provide concise and relevant information that adds value. 

• Meetings and reports without clear objectives can quickly tum 
into a one-way status update without any meaningful discussion 
orclearunderstandingofprojectstatus,risks,andissues. 
• Providereportsthatareconcise, relevantandcleartothe 
audience. Only include charts and tables that provide value and 
presentdatainaformatthathelpsprovidemeaningful 
information to move the team forward. 

CLOSED: 2024.01.001.R3- Additional qual ity metrics and project 
success metrics should be added to project status reports. 

2024/03/31: Protech is planning on a presentation in April or May to explain how their 
testing approach will ensure that the new system and user interface will maintain the same 
functionality as the old system. Without documented requirements, it is still unclear how 
program development progress, testing. and acceptance will be managed and monitored. 

2024/06/30: Risk closed. N system testing started in June, the team started adding a 2024/06/30 
Weekly Test Report . The report outlines the testing scope, the defects that were retested 
andvalidated,andgivesasummaryoftheprogressofalltestcases. 

IV&V will continue to assess the effectiveness of project status reports and meeting:s. 

2024/05/31: Acculty decreased the severity ratlna from Level 2 (Moderate) to Level 3 
(Low). The CSEA PM presented some of the project's key success metrics at the May 
Steerlna Committee Meeting. High-level pre-<lellvery testing metrics were provided in May. 

2024/04/30: Accuity closed two recommendations. Project status reports continue to be 
refined and now clearly report tasks that have been rescheduled from the previous week's 
reporting period. CSEA did not start reporting on success metrics in April as planned. 

2024/03/31: Although Improvements were made to project status reports, they could be 
further Improved by outllnlna delayed tasks and upcomlna actlvltles to ensure stakeholders 
are adequately prepared. CSEA continued to refine success metrics to prepare for reportlna 
whlchwlllbellnnextmonth. 

2024/02/29: A new recommendation was added and two recommendations were closed. 
Two recommendations were closed as CSEA and Protech worked together to Improve 
project status reports to be more clear, meanln,tul, and relevant to the audience. The 
streamllned status reports are facllltatlna greater understandlna and allowlna more time 
for meanln,ful discussion amongst project stakeholders. 

Protech's partner, Advanced, worked closely with CSEA's technical SMEs and N/A 
outlined a clear, well-defined process to collect and assess the KEIKI 

Closed N/A 2024/01/31 

mainframe application in preparation for the migration and code conversion. 
Advanced's weekly status updates and follow-ups helped all stakeholders 
understandtheirroles,responsibilities,outstandingtasks,andstatusof 
activities. Their final assessment report was comprehensive, data-driven and 
insightful,andpreparedtheprojectteamwellastheyl)eainthenextphaseof 
lqacy code and data system migration. 

Data system migration and mapplna can be complex and cause project delays 2023.11.001.Rl- Develop separate formallzed data system Closed 
lf not properly planned and managed. The KEIKI system's Incomplete migration plans and processes for non-code elements. 
documentation and multitude of jobs, workflows, Interfaces, and Interface • A separate Implementation plan should be clearly outllned, 
flies pose a risk of overlooking certain elements, making lt challenging to track determlnlna the tlmellne, tasks, tools, and resources needed to 
andvalldatemlgratlonrequlrements. performtheseactlvltles. 

• Develop a formalized data migration acceptance process for the 
The project lacks a formallzed process for non-code tasks In the data system remalnlna cycles with defined acceptance criteria. 
requirements collection, migration, and valldatlon actlvltles. The project has a • Determine what valldatlon Is needed by other agencies and 

2024/01/31: Risk closed as the Inventory of non-code and ancillary elements lncludlna 2024/01/31 
hardware, software, Interfaces, and batch flies was completed and will be valldated as part 
of the technlcal architecture and system requirements documentation. 

12/31/23: CSEA appointed two dedicated Data System Migration Leads. It ls unclear If 
Protech also appointed a dedicated lead. A clear plan ls stlll missing. and CSEA documented 
a forma l Issue related to the lack of Information coordination and redundant requesu 
relatedtothedatasystemmlgratlonrequlrements. 

Test reports were added to the weekly 
status meetings. The report contains 
testing and defect metrics. 

Closed as this is a positive observation. 

Rlskclosedasthe lnventoryofnon-code 
and anclllary elements was completed. 

c-__ _,__ __ __,. __ _,__ __ _,__ __ _,. _______________ _,__ _____ _,10.rmallz.edpfO.Cfflf.or.app.llc:atlo.nCQd_e_mlgratl.oo.b.utla.cksacl.ear_pl'..QC_ess-10r s.takeb.ol.d.ersthatr.elyo_nCSEA'sl(elklsystem_ando_utp_uu .. ~ -J'----'----------------------i.---------------------'----------.J 
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ASSESSMlNTOIISlllVATION ORIGINAL OJMl!NT 
SIVUITY SIVIIIITY OISIIIVATION 

People 2023.10.001 Posit ive N/A NIA The project team members are e111ased and the environment 
between Protech and CSEA Js collaborative. 

INPUSTin'STANDMPSMO 
RSl'PIIACTlas 

gathering non-code and ancillary elements lncludlng hardware, software, 
Interfaces, and batch fi les. The absence of a separate, formallzed process and 2023.11.001.R2 - lnvestJ1ate automated tools for tracking and 
rellance on manual processes uslna Excel worksheets may result ln data loss, valldatlng data system requirements. 

poor quallty, and technical Issues affectlna system performance and user • Automated data valldatlon should be lnvest J1ated to help 
experience. ldentJfymlsslngelements,lncreasedataaccuracy,andallevJate 

The Si's waterfall approach requires upfront gathering and definit ion of all 
requirements In a linear sequence. late Identification of data system 

ml1ratlon requirements may result In Insufficient t ime or budaet to execute 
theml1ratlonproper!y. 

resource constraints. 

2023.11.001.Rl- Ensure data system requirements are 
comprehensive and complete upfront. 
•Glventhewaterfall approach,schedule andresource 
conslderatlons shouldbeglvento lncreaslng system requlrement 
gathering upfront. 
• The project mana1ers should ensure greater coordination of 
project Information needed for requirements mana1ement and 
tracking. 

• Consider an Iterative approach for non-code migration actMtJes, 
which allows for several rounds of review and valldatlon. 

2023.11.001.R4 -Appolnt dedicated Data System Migration Leads 
frombothProtechandCSEA. 
• Consider Identifying dedicated leads to assist with analyrJng the 
exlstlngdataenvJronment.JdentlfyJngdatamJ1ratlon 
requirements, supporting the mJ1ratlon process, troubleshooting 
Issues that arise, and coordinating tasks with Protech, Advanced, 
Datahouse,andCSEA. 

PMI Project Mana1ement Body The CSEA SME.s appear to be ensa1ed ln ongoing Assessment sessions and N/A 
of Knowledle I PM BOK) accountable for timely completing required tasks, providing Information, and 
Chapter 2.2 and PMI The responding to questions. The project team members regularly seek feedback. 
Standard for Project Input, and clarlflcatlon In an open and respectful manner. The experience and 
Management ISPM) Chapter knowledge of Protech team members combined with the dedicat ion and high 
3.2 state the Importance and level of engapment from CSEA SM Es support the positive project team 
benefits of creating a environment. 
collaboratlveprojectteam 
environment. 
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2023/12/31: CSEA appointed two dedicated Data System Migration leads. It is unclear if 
Protech also appointed a dedicated lead. A clear plan is sti ll missing, and CSEA documented 
a formal issue related to the lack of information coordination and redundant requests 
relatedtothedatasystemmigrationrequirements. 

Closed N/A 2023/11/30 Closed as thls ls a posit ive observation. 
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i3) 
ACCUITY 

I ID# Page# Comment 
Commenter's 

Accuity Resolution 
I Organization 

1 1&2 of Re: CSEA access to JIRA, CSEA staff does have access and CSEA-ITO IV&V has accepted the comment and has made corresponding 
appendix are able to drill down from the dashboard or other revisions to Observations 2024.12.005 and 2023.10.002.R2 on 

alternative views. pages 1 and 2 in Appendix C respectively. 
2 4 The IV&V Observations chart for the 'Process' category has Accuity The previous draft inadvertently showed the process 

been revised to reflect 1 preliminary, l high-risk (formerly observation as a medium-risk. The IV&V Observations chart 
medium), and 4 medium-risk observations. has now been revised to align with the Prior Findings Log's 

Observation 2023.10.002, reflecting the latest 6/30/25 update. 

3 10 As referenced in Comment Log ID #1, CSEA has access to Accuity Page 10 was updated to align with Comment Log ID #1 in 
Jira and is able to drill-down from the dashboard or other Appendix D. 
alternative views. 



6) 
ACCUITY 

FIRST HAWAIIAN CENTER 

Accuity LLP 

999 Bishop Street 

Suite 2300 

Honolulu, Hawaii 96813 

P 808.531.3400 

F 808.531.3433 

www.accuityllp.com 

Accuity LLP is an independent member of Baker Tilly 
International. Baker Tilly International Limited is an English 
company. Baker Tilly International provides no professional 
services to clients. Each member firm is a separate and 
independent legal entity, and each describes itself as such. 
Accuity LLP is not Baker Tilly lnternational's agent and does 
not have the authority to bind Baker Tilly International nor act 
on Baker Tilly lnternational's behalf. None of Baker Tilly 
International, Accuity LLP, nor any of the other member firms 
of Baker Tilly International has any liability for each other's acts 
or omissions. The name Baker Tilly and its associated logo are 
used under license from Baker Tilly International Limited. 

© 2025 Accuity LLP. This publication is protected under the 

copyright laws of the United States and other countries as an 

unpublished work. All rights reserved. 




