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Executive Summary 

The project continues to make steady progress, with the next system release scheduled to go live on 7/30/2025. This upcoming 
release will include new features intended to expand system functionality and improve operational efficiency. 

The project continues to make efforts to improve their defect tracking and help desk operations as they seek to reduce risks around 
system downtime and operational inefficiencies. IV&V remains concerned about risks associated with defects being deployed into 
the production system and the lack of comprehensive root cause analysis (RCA) activities. While the project team has acknowledged 
these gaps, they have indicated that efforts to address them are still evolving, and they may consider prioritizing RCA efforts later 
once higher priority functionality has been implemented. 

Test automation efforts are progressing under the guidance of the testing automation tool (Tosca) SME, who continues to repair and 
develop new automated tests to increase testing efficiency, help reduce manual testing, improve system reliability, and improve the 
overall testing infrastructure. 

IV& V remains concerned that BHA continues to face staffing shortages and constraints, which have at times limited the BHA project 
team's effectiveness in supporting this project. BHA is implementing cross-training to better balance workloads and increase team 
flexibility, while also exploring additional resources to address capacity constraints and maintain focus on critical project activities. 

www.publicconsultinggroup.com 3 



Executive Summary 
Apr May Jun Category IV&V Observations 

BHA is actively committed to managing its backlog effectively, focusing on aligning 
development efforts closely with business priorities. The product owner of DDD works 
closely with team members to understand business needs and prioritize user stories. 

e e e Sprint Planning There are some challenges with visibility into available user story points and the 
allocation of work across internal and external resources. CAMHD's backlog meetings 
are held monthly. Overall, there is room for improvement in planning and coordination 
to optimize the use of available capacity. 

e e e User Story (US) 
There are no active findings in the User Story (US) Validation category, which remains 

Validation 
Green (low criticality) for this reporting period. IV&V will continue to monitor the US 
development and validation process in upcoming reporting periods. 

Test automation efforts are progressing under the guidance of the testing automation 

Test Practice 
tool (Tosca) SME, who continues to refine and develop new automated tests to 

M M M Validation 
enhance testing efficiency, reduce manual testing, improve system reliability, and 
enhance the overall testing infrastructure. 
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The recent Mid-sprint Deployment (MSD), comprising of defect fixes, was successfully 
deployed to production on 6/28/2025. While the project team has acknowledged these 
gaps, they have indicated that efforts to address them are still evolving, and they may 
consider prioritizing RCA efforts later once higher priority functionality has been 
implemented. 

This category remains Green (low criticality) for the June reporting period with no active 
findings. 

This category remains Green (low criticality) for the June reporting period. IV&V will 
continue to monitor. 

There are no project performance metrics to report for the June reporting period. IV&V 
will keep this category's criticality rating Green (low criticality) and will continue to monitor. 

This category remains Green (low criticality) for the June reporting period. There are no 
outstanding findings in this category, and IV&V will continue to monitor. 
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Executive Summary 
Apr May Jun Category IV&V Observations 

The project continues to make steady progress, with the next system release scheduled 
to go live on 7/30/2025. This upcoming release will include new features intended to 

e e e Project expand system functionality and improve operational efficiency. 

Management BHA has provided IV&V with the updated document describing the Production System 
Restart Communication Protocol. IV&V will review the document and provide feedback 
based on industry best practices. 

BHA faces ongoing resource constraints and has identified cybersecurity tasks such as 
Resource drafting policies, reviewing procedures, and implementing security protocols that are 

M M M Management currently managed alongside regular workloads. These tasks could benefit from 
dedicated resources with cybersecurity expertise. BHA is implementing cross-training to 
better balance workloads and increase team flexibility, while also exploring additional 
resources to address capacity constraints and maintain focus on critical project activities. 
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Executive Summary 

As of the June 2025 reporting period, Ten (10) open findings were updated- Seven (7) Medium Issues, One (1) Low Risk and Two 
(2) Preliminary Concerns, spread across the Release/Deployment Planning, Test Practice Validation, Sprint Planning, Project 
Management, Resource Management, assessment areas are currently open. 

Open Risks/Issues by Category/Preliminary 
Concerns/Priority 

Software Development 

Resource Management 

Test Practice Validation 

Sprint Planning 

Release/Deployment Planning 

Project Management 

0 0.5 1.5 2 2.5 

■ Open 

www.publicconsultinggroup.com 
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IV&V Findings & Recommendations 

Assessment Categories 
Throughout this project, IV&V verifies and validates activities performed in the following 
process areas: 

• Sprint Planning 

• User Story Validation 

• Test Practice Validation 

• Release I Deployment Planning 

• On-the-Job Training (OJT) and Knowledge Transition (KT} Sessions 

• Targeted Knowledge Transition (KT} 

• Project Performance Metrics 

• Organizational Maturity Assessment 

• Project Management 

• Resource Management 

www.publicconsultinggroup.com 



IV&V Findings & Recommendations 
Sprint Planning (cont'd) 

■ 

41 

Key Findings 

Medium Risk: The absence of separate dedicated product backlog review meetings can lead to 
unclear priorities, misalignment with stakeholders, inadequate refinement, and an increased risk of 
scope creep. 

Update: BHA is actively committed to managing its backlog effectively, focusing on aligning 
development efforts closely with business priorities. The product owner of ODD works closely with 
team members to understand business needs and prioritize user stories. Requests come from 
business leads and are then translated into development tasks. There are challenges with visibility into 
available user story points and the assignment of work across internal and external resources, which 
may make it difficult to accurately assess the capacity of the team and effectively assign work. 
Prioritization is based on business needs rather than just story points, with an effort to group related 
tasks for improved efficiency. CAMHD's backlog meetings are held monthly. Overall, there is room for 
improvement in planning and coordination to optimize the use of available capacity. 

Recommendations 

BHA continues to conduct these meetings regularly and mature the practice over time, as they provide tangible 
value in sustaining project velocity and reducing rework. 

CAM HD and ODD implement a structured feedback management process with a prioritization framework to 
ensure that all new requests are thoroughly evaluated and aligned with project goals before being added to the 
backlog . 

Separate dedicated product backlog review meetings (during Sprints) would allow clarifying any ambiguities or 
uncertainties, re-prioritization, estimation and refinement of backlog items. This would allow the project team to 
avoid situations where decisions about including items mid-Sprint would have to be taken. 

IV&V recommends scheduling separate dedicated product backlog review meetings (during Sprints) where all 
relevant stakeholders are invited to review the product backlog and scheduled at the appropriate time(s) such 
that there is sufficient time to plan the design, development, and implementation (DOI) of the next release(s). 
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IV&V Findings & Recommendations 
Test Practice Validation 

■ 

2 

Key Findings 

Medium Issue: The lack of comprehensive automated regression testing has likely led to post­
production defects, causing user frustration. 

Finding Update: Regression testing for Release 4.13 is on track for 7/21/2025 to 7/29/2025 and is 
expected to incorporate manual and automated testing. The Tosca Automated Regression Testing SME 
is progressing with the automation of ODD test scenarios per the timeline. This effort is intended to 
reduce manual testing effort, enhance test reliability, and establish a more unified and scalable test 
framework. To support the accuracy and effectiveness of the automation effort, end-to-end flow 
recordings of each ODD module have been requested to help with business logic implementation, with 
particular emphasis on complex, role-based workflows. 

Recommendations 

To ensure effective Tosca testing, it is crucial for both divisions to align on a unified resource allocation strategy. 
Given the limited availability of resources, open communication and consensus-building are essential for 
optimizing tester utilization. By collaborating to prioritize testing efforts, share critical test cases, and identify 
overlapping areas, the divisions can achieve comprehensive regression testing without overburdening a single 
resource. This collaborative approach will balance workloads, streamline processes, and enhance test 
coverage, minimizing delays and bottlenecks. Ultimately, it will enable both divisions to efficiently meet their 
testing objectives. 

A balanced approach that combines manual and automated regression testing to ensure broad test coverage 
and flexibility. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Having board(s) in Azure DevOps or a document on SharePoint that provides information about the status of 
regression testing automation, to facilitate visibility and transparency to BHA project personnel and 
stakeholders. 

Schedule priorities should be reevaluated by distributing the work according to the resource bandwidth. This will 
ensure that the schedule is not impacted and that the work is done efficiently between regression testing and 
Golden Record (GR) tasks. 

Pursue and complete additional formal training in Azure DevOps and Tricentis for test automation as soon as 
possible and complete efforts to automate the two primary regression test scripts. 

Determine if current regression testing timeframes are adequate, and if not, add more time to the pre-production 
regression test efforts for all release deployments. 
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In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

■ 

40 

Key Findings 

Medium Issue: Limited testing processes can lead to poor-quality software, project delays, and 
extended user acceptance testing. 

Finding Update: Since the R4.12 deployment to production on 5/29/2025, users have reported five (5) 
production defects (two (2) high severity and three (3) medium severity) which the project team is 
actively remediating. This underscores the risk associated with insufficient test coverage across 
business-critical workflows. Regression testing for R4.13 is scheduled for 7/21/2025 to 7/29/2025 and 
is expected to include both manual and automated testing. The Tosca Automated Regression Testing 
SME continues to automate DDD test scenarios an important step toward improving test reliability and 
reducing manual effort. However, overall test coverage remains limited. Without broader and more 
comprehensive testing, the risk of post-deployment issues remains elevated. Expanding the scope and 
depth of testing particularly across high-risk and business-critical workflows, is essential to ensure 
system stability and reduce defect recurrence in future releases. 

Recommendations 

IV&V recommends enhancing testing scripts to better align with high-risk and business-critical workflows. As 
part of this effort, it may be helpful to review recent production defects to identify areas where test coverage 
could be improved. Expanding smoke test scenarios to include key functional paths with a history of defects, 
along with exploring opportunities for automation, can contribute to more efficient and consistent post­
deployment validation . These enhancements are intended to support stronger release readiness and help 
minimize the risk of post-deployment issues. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Make efforts to implement a streamlined Root Cause Analysis (RCA) process to identify the causes of defects 
and prevent recurrence. Due to project resource constraints, propose timeboxing RCA efforts for each defect 
introduced into production. Timeboxing involves allocating a fixed period (e.g., 1-2 hours per defect or a set 
number of hours per week) for focused Root Cause Analysis (RCA) activities. These activities may include 
quickly gathering defect context, analyzing potential causes, and proposing corrective actions, all within the 
specified timeframe. Project PM(s) can oversee the tracking of corrective actions to ensure completion. 

IV&V has requested an overview of the testing process, with a focus on process such as tracking test coverage 
and requirements traceability. 

A Stakeholder Register helps identify and understand all project stakeholders, ensuring needs are met and risks 
are managed through effective communication. A RACI matrix clarifies roles and responsibilities, improving 
collaboration, decision-making, and resource management, which are all critical for the success of IT projects. 

Identify stakeholders (output is Stakeholder Register) and develop a RACI matrix for testing. 

Review the overall testing process and implement any needed improvements identified. 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

■ Key Findings 

Low Issue: Due to on-going deployment processes and technical execution issues, the Project may 
continue to encounter defects and challenges, e.g., when releases are in production or in meeting 
projected timelines for production and non-production deployments. 

Finding Update: A Mid-sprint deployment (MSD) with two (2) defect fixes was successfully deployed on 
6/28/2025. IV&V has not yet received documentation of a formalized Root Cause Analysis (RCA) process, 
including for deployment-related issues. The project team has acknowledged the importance of RCA. While 

39 this finding highlights deployments, the absence of defined RCA protocols and criteria such as severity, 
recurrence, or business impact of defects extends across the broader project. The project team has 
acknowledged these gaps, they have indicated that efforts to address them are still evolving, and they may 
consider prioritizing RCA efforts later once higher priority functionality has been implemented. Establishing 
this framework could help ensure consistent application, support effective remediation of recurring issues, 
and reduce long-term risk. IV&V will continue to monitor deployment quality across R4.12, FHIR, Mid-Sprint 
Deployments (MSDs), and the AER solution for any emerging defect trends. 

Recommendations 

The project team is recommended to develop and document a formal Root Cause Analysis (RCA) protocol that 
includes defined triggers for initiating an RCA such as severity 1 or 2 production defects, recurring issues, or 
stakeholder-reported impacts. The protocol should also establish clear roles and responsibilities for conducting 
RCAs and reviewing outcomes, along with setting timeframes for completing RCAs following defect identification 
or release. Additionally, incorporating standardized templates or tools for documenting RCA findings and 
associated corrective actions, as well as implementing a tracking mechanism to ensure those actions are carried 
out and monitored for effectiveness, will strengthen the process. Formalizing these elements will help ensure 
RCA practices are applied consistently, improve visibility into root causes, and support long-term defect reduction 
across future releases, including those related to FHIR, MSDs, and AER. 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

Recommendations 

Implement a streamlined Root Cause Analysis (RCA) process to identify deployment causes and prevent 
recurrence. To manage resource constraints, consider timeboxing RCA efforts-e.g., 1-2 hours per defect or a 
set number of hours weekly. Within this timeframe, focus on gathering context, analyzing causes, and proposing 
corrective actions. Project PMs can track these actions to ensure follow-through. 

The project should consider automating deployments for resource savings, increased efficiency, consistency, 
faster time to market, improved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

The project should consider automating deployments for resource savings, increased efficiency, consistency, 
faster time to market, improved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

Ensure there are adequate and qualified resources to support the current deployment processes. This may 
require support from SI resources to provide assistance and knowledge transfer for some more complex 
deployment components. 

As appropriate, consult with SI on best practices that BHA could employ to support deployment. 

Request the assistance of the SI Solution Architect in reviewing and correcting issues associated with the 
consistency of configurations across environments, ensuring that the test environment is capable of testing ALL 
functions of any given release without the need for using multiple test environments. 

www.publicconsultinggroup.com 

Status 

On-going 

Open 

Open 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 
Recommendations 

Request assistance from the SI Solution Architect in reviewing deployment scripts to double-check for accuracy 
and completeness before commencing deployment activities. 

The Project Team should consider evaluating potential changes to improve/enhance existing processes and 
communications to address current release/deployment shortfalls. 

IV&V recommends performing a Root Cause Analysis (RCA) in collaboration with SI for the continued concerns 
surrounding environment differences. 

IV&V recommends updating the Project's Configuration Management Plan to address the current needs of the 
Project. This should include specific checklists geared at ensuring repeatable promotional processes by DOH. 

Look at implementing 'hard' code freeze dates as well as test environment deployment dates to ensure that 
testing and deployment activities are not rushed. 

Ensure an operational and fully functional test environment is available to effectively conduct end-to-end 
regression testing prior to deploying a release to production. 

Develop a plan to institutionalize the execution of smoke testing for promotions to non-production and production 
environments. This will help to ensure that all components needed to test have been properly deployed prior to 
the actual execution of test activities. 

www.publicconsultinggroup.com 

Status 

On-going 

On-going 

On-going 
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On-going 

On-going 

17 



IV&V Findings & Recommendations 
Project Management {cont'd) 

■ 
46 

Key Findings 

Medium Issue: Lack of oversight of the established defect management process could lead to 
lost/forgotten defects and user frustration and could slow the resolution of similar defects in the future. 

Finding Update: IV&V will continue to monitor the adherence to the Help Desk and defect management 
processes. 

Recommendations 

Send communications to the project stakeholders to clarify the defect management process and the importance 
of logging all defects. 

Take steps to assure current and new users understand how to report and/or log defects. 

Consider designating a defect management lead or champion to oversee adherence to the process and assure 
all defects are logged. 

Keep stakeholders informed about defect status, priority, impacts, and resolution timelines. This could increase 
awareness of the importance of logging defects. 

Discuss ways to improve the defect logging and management process with the SI and come up with a plan to 
improve. 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ 

47 

Key Findings 

Medium Issue: The lack of a governance process for restarting production systems can impact service 
availability and frustrate end-users and hinder accountability. 

Finding Update: BHA has provided IV&V with the updated document describing the Production System 
Restart Communication Protocol. IV&V will review the document and provide feedback based on industry 
best practices. 

Recommendations 

Develop standard procedures for system restarts, including pre-checks, step-by-step instructions, and post­
restart verifications. 

Require formal approvals before initiating a restart, especially for INSPIRE, and document all actions in a 
centralized system. 

Define clear escalation paths for when restarts do not go as planned, including identifying contacts for technical 
support and management approval for additional interventions. 

Automate Restart Procedures where possible. 

The governance process is established, it should be effectively communicated to the project team. 

Provide stakeholders with a clear explanation of the reason for the restart and the lessons learned, while 
documenting the restart details in the defect record. 
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IV&V Findings & Recommendations 
Resource Management 

■ Key Findings 

Medium Issue: A shortage of BHA project resources could lead to reduced productivity and project 
delays. 

Finding Update: BHA continues to face ongoing resource constraints. The project has identified 
cybersecurity work that would benefit from support by individuals with a relevant background. The 
project has proactively identified tasks such as drafting security policies, reviewing procedures, and 

34 implementing protocols and security monitoring as functions that are currently handled alongside regular 
workloads. These tasks could be strengthened by the involvement of resources with a cybersecurity 
background. While external teams, such as Enterprise Technology Services (ETS) and the Health 
Information Systems Office (HISO), provide valuable support, there is currently no centralized ownership 
or accountability for cybersecurity within the project team. BHA is implementing cross-training to better 
balance workloads and increase team flexibility, while also exploring additional resources to address 
capacity constraints and maintain focus on critical project activities. 

Recommendations 

Consider identifying key security-related activities such as policy development, monitoring, or access 
oversight that could benefit from additional support. This could help provide clarity for discussions regarding 
the potential adjustment of existing roles or exploration of alternative solutions. A high-level overview of these 
activities may assist leadership in evaluating and addressing any potential gaps over time. 

Utilizing peer-to-peer knowledge sharing, allowing experienced team members to informally share their 
expertise during team meetings. Additionally, creating internal documentation that outlines best practices and 
processes for developing security policies would serve as a self-service resource for the team. 

ODD and CAMHD have further discussions to optimize resource utilization between the two divisions. 

BHA should explore options for offloading project team members' daily responsibilities to other staff. 
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IV&V Findings & Recommendations 
Resource Management {cont'd) 

Recommendations 

BHA should work quickly to create new positions and receive State approval. 

BHA should identify tasks and duties that they can ask the SI to assume, as permitted by the contract, which 
are presently being handled by BHA members. 

BHA should explore the use of contractors to fulfill the functions for open project positions. 

www.publicconsultinggroup.com 

Status 

In Progress 

In Progress 

In Progress 

21 



IV&V Findings & Recommendations 
Software Development 

■ 

14 

Key Findings 

Medium Issue: Due to multiple quality concerns, the project may continue to face impactful system 
defects. 

Finding Update: Since the R4.12 deployment to production on 5/29/2025, users have reported five (5) 
production defects (two (2) high severity and three (3) medium severity) which the project team is 
actively remediating. While remediation of existing production defects (see Appendix E) is ongoing, 
resolution of lower-priority issues has been delayed due to the project's focus on higher-priority tasks. 

Recommendations 

Consider exploring tools and practices that support continuous code quality improvements that could help to 
establish quality standards and assure high-quality code that is secure and can be easily maintained. 

The project increases comprehensive testing prior to joint testing to reduce the burden on BHA testers and 
reduce post-production defects. 

The SI vendor add a "Found In" column to the daily scrum file to indicate the environment where each defect 
was identified. 

The SI vendor provides the total number of defects in production and reports these numbers regularly to BHA. 

Evaluate existing project staff skills and experience levels to ensure they meet BHA support requirements. 

Perform CAMHD revenue neutrality fiscal balance testing on a quarterly basis to ensure revenues are as 
expected. 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

Recommendations 

open communication and feedback where Encourage Open Communication and Feedback: Foster a culture of 
stakeholders feel comfortable sharing their thoughts, concerns, and s 
dialogue and actively seek input to improve decision-making and pro 
about project progress, milestones, and key developments through re 
Highlight achievements, challenges, and any changes to the project 

uggestions. Encourage constructive 
blem-solving. Keep stakeholders informed 
gular updates and progress reports. 

plan or scope. 

Resolve Conflicts Promptly: Address conflicts and disagreements am 
and professionally. Encourage dialogue, active listening, and compro 
solutions that support project goals. 

ong stakeholders promptly 
mise to find mutually acceptable 

realistic timelines, budgets, Manage Expectations: Manage stakeholders' expectations by setting 
and deliverables. Foster a culture of transparency about project cons 
proactively communicate any changes or deviations from the plan. 

traints and risks and 
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IV&V Findings & Recommendations 
Software Development 

■ 
52 

Key Findings 

Preliminary Concern: BHA does not currently have a streamlined report to identify active AER analytics 
users in production. 

Finding Update: BHA submitted a formal request to develop a reporting feature to identify active AER 
analytics users in production. The project has created a User Request in Azure DevOPs (ADO). 
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IV&V Findings & Recommendations 
Software Development 

■ Key Findings 

Preliminary Concern: User activity tracking for viewing records is limited across systems, which may 
affect transparency and raise potential compliance concerns. 

Finding Update: Currently, gaps exist in monitoring record viewing activity, with only creation and 
53 editing being tracked. Previous efforts to log viewing were stalled, likely due to storage concerns. The 

system uses a business unit hierarchy in Dynamics to control access but does not distinguish between 
accessing and actively reading records. While random audits are performed monthly by CAMHD/DDD, 
this process is manual and lacks formal policy backing. This approach may present challenges for 
ensuring HIPM compliance and identifying unauthorized access to sensitive data. Without a detailed 
audit trail for viewing activity, suspicious behavior, particularly from users with higher level permissions 
may go unnoticed. BHA intends to confirm the minimum required data for HIPM compliance with 
legal/compliance (e.g., user ID and timestamp) and evaluate the effectiveness of current audits. 
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IV&V Findings & Recommendations 

Project Performance Metrics 

Metric 

Velocity 

Description 

• Review and validate 
the velocity data as 
reported by the 
project 

• Verify the proJ 
on pace to hit 
total target nu 
of US/USP 

ect is 
the 
mber 
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IV&V Observations IV&V Updates 

Velocity Metric Trends: 

Release Planned Actual 

June· A Mid sprint deployment to production . - velocity velocity 

occurred on 6/28/2025. R4.13 is planned for 
production deployment on 7/30/2025. R4.13 126 -

II 

Percentage 
attained 

-
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IV&V Findings & Recommendations 
Project Performance Metrics 

Phase 4 Releases Cumulative Variance 

PHASE 4 RELEASE VELOCITY 

Release 

R4.1 

R4.2 

R4.3 

Golden Record Mid-Sprint 
(MSD) 

R4.4 

Planned Actual Cumulative 
velocity velocity variance 

309 114 -195 

85 174 -106 

85 124 -67 

-14 

~ 
iJ 
9 
w 

174 

rn 

162 

R4.5 

R4.6 

R4.7 

R4.8 

R4.9 

R4.10 

R4.11 

R4.12 

0 

240 

95 

84 

111 

111 

111 

111 

111 

110 

68 

225 

76 

103 

50 

107 

71 

162 

132 

111 

-33 
> A n 

~---....... ----....... ------------....... --.....-----------------­-14 

-75 

-79 

-119 

-68 

-47 

-46 

...J 
w 
0:: 

1). -14 <-, -33 
q_!>· q_!>· 

RELEASES 

■ Planned velocity ■ Actual 
velocity 

- 19 

Cumulative variance 

Note: The SI has been working on areas not currently reflected in the velocity numbers shown in the table above. 
Once the SI provides those velocity figures, IV&V can incorporate them into the table. ~ 
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IV&V Findings & Recommendations 
Project Performance Metrics {cont'd.) 

Metric 

Defect Metrics 

Description 

Understand and track the 
following: 

• Defects by category 
(bug fixes) 

• USPs assigned to 
defects in a release 
vs. USPs assigned to 
planned US in a 
release 

IV&V Observations 

June - A Mid-sprint deployment to 
production occurred on 6/28/2025. R4.13 is 
planned for production deployment on 
7/30/2025. 

IV&V Updates 

N/A 

Note*: This defect percentage does not include defects under warranty that are assigned zero (0) User Story Points. 
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Appendix A 
IV&V Rating Scales 

This appendix provides the details of each finding and recommendation identified by IV&\/. Project stakeholders are 
encouraged to review the findings and recommendations log details as needed. 

• See Findings and Recommendations Log (provided under separate cover) 
• IV&V Assessment Category Rating Definitions 

The assessment category is under control and the current scope can be delivered within the current schedule. 

The assessment category's risks and issues have been identified, and mitigation activities are effective. The overall 
impact of risk and issues is minimal. 

The assessment category is proceeding according to plan(< 30 days late). 

The assessment category is under control but also actively addressing resource, schedule or scope challenges that have 
arisen. There is a clear plan to get back on track. 

The assessment category's risk and/or issues have been identified, and further mitigation is required to facilitate forward 
Y progress. The known impact of potential risks and known issues are likely to jeopardize the assessment category. 

Schedule issues are emerging ( > 30 days but < 60 days late). 

Project leadership attention is required to ensure the assessment category is under control. 

The assessment category is not under control as there are serious problems with resources, schedule, or scope. A plan 
to get back on track is needed. 

The assessment category's risks and issues pose significant challenges and require immediate mitigation and/or 
escalation. The project's ability to complete critical tasks and/or meet the project's objectives is compromised and is 
preventing the project from progressing forward. 

Significant schedule issues exist(> 60 days late). Milestone and task completion dates will need to be re-planned. 

Executive management and/or project sponsorship attention is required to bring the assessment category under control. 
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Appendix A 
Finding Criticality Ratings 

Criticality 
Rating 

Definition 

A high rating is assigned if there is a possibility of substantial impact to product quality, scope, cost, or 
schedule. A major disruption is likely, and the consequences would be unacceptable. A different approach 
is required. Mitigation strategies should be evaluated and acted upon immediately. 

A medium rating is assigned if there is a possibility of moderate impact to product quality, scope, cost, or 
M schedule. Some disruption is likely, and a different approach may be required. Mitigation strategies should 

be implemented as soon as feasible. 

A low rating is assigned if there is a possibility of slight impact to product quality, scope, cost, or schedule. 
Minimal disruption is likely, and some oversight is most likely needed to ensure that the risk remains low. 
Mitigation strategies should be considered for implementation when possible. 
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Appendix B 
Inputs 

This appendix identifies the artifacts and activities that serve as the basis for the IV&V observations. 

Meetings attended during the June 2025 
reporting period: 

1 . Daily Scrum Meetings 
2. Daily Design Meetings 
3. Twice-Weekly Project Issues Meetings 
4. Weekly BHA-ITS Program Status Meeting 
5. Bi-Weekly Check-in: CAMHD 
6. Bi-Weekly Check-in: ODD 
7. BHA (CAMHD & DOD) IV&V Joint Meeting 
8. IV&V Draft IV&V Status Review Meeting with DOH 
9. DOH BHA IT Solution Project - Steering 

Committee 
10. IV&V Interviews 

Eclipse IV&V® Base Standards and 
Checklists 

Documert 

www.publicconsultinggroup.com 

Artifacts reviewed during the June 2025 
reporting period: 

1. Daily Scrum Notes 
2. Twice Weekly Issues Meeting Notes 
3. Weekly BHA-ITS Program Status Report 
4. Release 4. 7 Release Notes 
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Appendix C 
Project Trends 

www.publicconsultinggroup.com 

Practice 
Validation 
Sprint 

Planning 
Release/ 

Deployment 
Planning 
OJTand KT 

Sessions 
Targeted 

KT 
Project 

Performanc 
eMetrics 

Organlzatlo 
nal Maturity 
Metrics 

General 
Project 
Managemen 

Resource 
Managemen 

otal Open 
Findings 

Issue- high 

Issue-
medium 

Issue-low 

Risk-high 

Risk-
medium 

Risk-low 

Preliminary 
Concern 

14 14 14 14 14 11 10 10 10 

0 0 0 0 0 0 

10 10 10 10 10 6 

0 0 

0 0 0 0 0 

0 

0 0 0 0 

0 0 
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Appendix D 
Acronyms and Definitions 

Acronyms 

DOH 

BHA 

CAMHD 

FHIR 

DOI 

ODD 

SI 

USP 

SME 

SIT 

MS 

MSD 

ADO 

SLA 

RCA 

UAT 

OJT 

KT 

SFTP 

IV&V 

MQD 

Definition 

Department of Health 

Behavioral Health Services Administration 

Child & Adolescent Mental Health Division 

Fast Healthcare Interoperability Resources 

Design Development Implementation 

Developmental Disabilities Division 

System Integrator 

User Story Points 

Subject Matter Expert 

System Integration Testing 

Microsoft 

Mid Sprint Deployment 

Azure DevOps 

Service Level Agreement 

Root Cause Analysis 

User acceptance testing 

On-the-Job Training 

Knowledge Transition 

Secure File Transfer Protocol 

Independent Verification and Validation 

Med-QUEST Division 

CMS Centers for Medicare & Medicaid Services 

AER Adverse Events Report 
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Appendix E 
List of Production Defects 

# ID T Work Item T T Divis T Title -S State -S PrioS Sever~ Fa un ;r Created Date? RCA Categories ----S RCA Descript ion ~ 

1 33841 Bug 

2 34110 Bug 
3 34238 Bug 
4 34242 Bug 

5 30634 Bug 

6 30726 Bug 
7 35317 Bug 
8 33550 Bug 

9 35450 Bug 
10 36383 Bug 

11 37694 Bug 

12 37733 Bug 

13 37791 Bug 
14 37793 Bug 

15 39797 Bug 

16 39977 Bug 

17 40113 Bug 

18 40160 Bug 
19 40233 Bug 

20 40291 Bue 

DDD 

DDD 
CAM HD 
DDD 

CAM HD 

DDD 
DDD 
CAMHD 

DDD 
DDD 

DDD 

DDD 

DDD 
DDD 

DDD 

DDD 

Both 

DDD 
DDD 

Bug- Calculator 3.0 - Users able to schedule service past ISP end 
date again Pending Approval 
Bug- Ind ividual Budget unlinking from Service Authorizat ions New 
BUG -Assessment Entity In it ial Save Time - IMHE Evaluated_On Hold 

Bug- Case Merge - Contact Notes not merging; Permissions error New 

CAM HD Bug - Credent ialing documents not copied into PROD 

during Data Migration Completed in QA_Test 
Portal signature f ields do not accept touchscreen input Evaluated_On Hold 

DOD - Plan Services with no Prov ider Plan Active 

Bug: "Progress Notes Assoc iated to Invoices" page not load ing New 

DDD - Calculator not printing correctly Pending Approval 
DOD - Calculator problem with paid base and add o n New 

DDD - TCM batch file date is different in PRO D from other 
env ironments Pending Approval 

DDD - Incorrect Columns displaying on Provider Pla n s ubgrid 

(Action Plan tab of ISP) Evaluated_On Hold 

DDD - CIT Referral: Create Document Location Flow Fai lures Pending Approval 
ODD - ISP Report Generation Issues New 
DDD -AER entry error when Provider tried to submit the AER New 

ODD -ABAS Scores not populati ng correctly on Case Summary 

when record is deactivated Active 

Both -SharePoint : Flows> When an Application is 

Created/Modified Customer Document Locations (PRO D) Completed in QA_Test 
AER- Power Bl AER dashboard Completed in QA_Test 

AER -OCB supervisor not rece iving AER notification emails Pending Approva l 

CAMHD - Progress Note ent ity Units and Adjusted Units fields are 

CAM HD no loneer coord inated Aooroved 
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3 3 - Medium PROD 

2 3 - Medium PRO D 
2 3 - Medium Prod 

3 3 - Medium PRO D 

3 3 - Medium PROD 

2 3 - Medium PRO D 

2 3 - Medium PRO D 
3 3 - Medium PRO D 

2 3 - Medium PRO D 
2 3 - Medium PROD 

2 3 - Medium PROD 

1 3 - Medium PRO D 

2 3 - Medium PRO D 
2 3 - Medium PROD 

2 3 - Medium PROD 

2 3 - Medium PRO D 

1 2 - High PRO D 

2 3 - Medium PRO D 
2 3 - Medium PRO D 

1 2 - Hieh PRO D 

5/17/2023 8:22 

712712023 15:40 
8/17/2023 2:33 
8/17/2023 8:44 

2/16/2021 15:45 
9/17/2021 9:07 

6/24/2024 9:06 
3/31/2023 17:11 

7/26/2024 8:36 
9/26/2024 9:19 

1/29/2025 8:25 

2/5/2025 5:37 

2/10/2025 9:30 
2/10/2025 10:06 
4/16/2025 5:29 

5/6/2025 8:31 

5/30/2025 11:06 Microsoft Issues 

6/5/2025 4:27 
6/9/2025 10:50 

6/11/2025 0:49 

<div><br> </d iv><d iv> </d iv><div>Away of 

referenci ng the SharePolnt Document Location 

entity when setti ng a parent document location is 

no longer working as it used to.&nbsp; Microsoft 

started changi ng the schema needed when 

referencing parent document locat ions back in 

January.&nbsp; It 'hit' our GCC environments the 
week of 5/26/25. </d iv><d iv> More info in below 

link. </d iv><d iv><a 

href="https://learn. m icrosoft.com/ en-us/ power­

apps/developer/data­

platform/reference/entit ies/sharepointdocumentl 

ocat ion" > https:// learn .microsoft.com/ en­

us/power-apps/developer/data­

platform/reference/entit ies/sharepointdocumentl 

ocat ion</a><br> </d iv> 
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_ ... _ - --Regression testing The lack of comprehensive automated regression R3.3 introduced a defect that deprecated features in production specific to Integrated l.ToensureeffectlveToscatestine,itiscrucialforbothdivisionsto 6/30/2S - RegressiontestingforRelease4.13is ontrackfor7/21/202Sto7/29/202Sandisexpectedtoincorporatemanual TestPractice 
testing has likely led to post-f)l'oduction defects, Support and Life Trajectory functionality. ODD has Informed IV&V that there are other align on a unified resource allocation strategy. Given the limited and automated testll'l8. The T= Automated Regression Testlng SME ls prosressing with the automation of ODD test Validation 
causing user frustration. examples of functionality being deprecated after a release, some of which are still being ilvailability of resources, open communication and consensus-building scenarios per the timeline. Th is effort is intended to reduce manual testing effort, enhance test reliability, and establish a 

Investigated. As of this report, IV&V has not evaluated the project's rOOI tlluseanalysis il re essential foroptlml?lng tester utlllzatlon. 8','collaboratlng to more unified and SClllable test framework.. To support the accuracy and ~eness of the automation effort, end-to-end 
(RCA) process used to determine why such functionality was deprecated but will discuss prioritize testing efforts, share crit ical test cases, and identify flow recordings of each DOD module have been requested to help with business logic implementation, with particular 
further with SHA In January 2020. overlapping areas, the divisions can achieve comprellenslve regression emphasis on c:omplex, role-based workflows. 
Thoroughvettingandvalidationof regresslon testcasesare necessaryto preventdefects testingwithoutoverburdeninga singleresource. Thiscollaborali\le 
when a release is pushed live. When defectsoecur In production, tile project should follow a approa(h will balance workloads, streamline prlXl!sses, and enhani:e S/31/2S- Regression testing was successfully executed from S/19/2025 to S/2S/202S. PCG's Phase 1 analysis of DDD's test 
definedand repeatableprocessfordetermlnlngtherootcauseofthe problem. test coverage, minimizing delays and bottlenecks. Ultimately, it will Infrastructure has facilitaled !IS selection of a hybrid approach centered on crea1lng automated regression tests. The Tosca 

enable both divisions to effl(lently meet their testing objectives. Automa!ed Regression Testing SME Is streamlin ing the ODD tests to Integrate With CAM HD tests, an effort expected to 

2. Aba lancedapproachthat combinesmanualandautomated 
regresslon testlngtoensurebroadtestcoverageandllexibility. 

reduce manual testing time, Improve test reliability, and provide a unified framework. 

4/30/2S - R4.11 Regression testing was successfully executed from 3/25/2025 10 4/2/202S. CAM HD executed both manual 
andautomated tests,whileDDD c:arrledoutmanualregresslontestlng. 

3. Having board(s) In Azure DevOps or a document on SharePoint that In April 2025, the project on boarded a Tosca Automated Regression Testing SME. The overall approach for automated 
provides Information about the status of regression testing automation, regression testlnc will be finalized bytlle end of April 2025, With execution continuing through May 2025. 
to facilitate 'o'lsibility and transparency to BHA project personnel and The INSPIRE project will have an updated suite of auiomated test scripts, along with knowledge transfer and training for the 
stakeholders. Identified DOD staff. 

4. IV&V recommends reevaluating the schedule priorities by 3/31/2S-The SI has updated the AER regression test scripts. Regression testing for R4. ll began on 3/25/25 and Is 
dis1ribu1lng the work according to the resource bandwid!h. This will scheduled for completlon by 4/2/25. For this release, CAM HD will perlotm both manual and automated testing, while ODO 
ensure that the s,hedule Is not Impacted and that the work ls done Will primarily focus on manual regression testing. To ensure continued support for future Phase4 releases-R4.12 and 
efflclenl ly between regression tesl lng and Golden Record (GR). beyond-1he project will be onboardlnc a Tosca Automated Regression Testing Subject Matter Expert (SME) In earty April 

202S, with work scheduled to begin subsequently. This effort Is e~pected to take place In April and May 2025. Upon 
S. Pursue and complete additional formal training In Azure DevOps and completlon, the INSPIRE project will have a fully updated and comprehensive set of automated test scripts. Additionally, 
Tr!(entls for test automat ion as soon and complete efforts to automate documentation, knowledge transfer, and training Will be provided to the ODD staff to ensure they can effectively maintain 
thetwoprimaryreg:resslonteslscripts. andupdate!hescrlptsgolncforward. 

6. IV&V recommends DOD and CAM HD to develop a common and 2/2S/2S- Regression Testing for R4.11 ls scheduled from 3/2S/202S to 4/2/202S. CAM HD will perform both manual and 
consistent approach across divisions for performing resresslon testing. automated tests, while ODD will focus excluslvely on manual regression testing. To support future Phase4 releases, 

lndudlng R4.11 and beyond, the project will on board a Tosca Automated Resresslon TestlngSME, with the work set to 
7. Determlnelfcurrentregresslon testlng tlmeframes areadequate and beglnon3/10/202S.TheSlhasuploaded andexecutedone resresslontestcase fortheAER proJectandls preparlng 

f-----+----+-----------+--------------------t'='"="'~''='=m•="="=m•=••='"='=".,='"'='°= 'oo=""="""= "=m=' ='"=•m=fo<=---, addltlonalregresslontestscrlptswlthestlmatedcompletlonbeforetheR4.llgo-llve. 
Due to multiple quality concerns, the project may System defects Identified In August that affected dalms were due to multi-faceted quality IV&V recommends: 6/30/2S-Slnce the R4.12 deployment to production on S/29/2025, users have repon;ed ftve (SJ production defects (two (2) Software Code quality 
continue to face impactful system defects. Issues were individually addressed during this reporting period. IV&V notes that there Is 1. Closer collaboratlon between divisions to review reported defects, high severity aMI three (3) medium severity) which the project team Is actively remedlatlng. While remediation of existing Development 

one remaining defect still being evaluated that affects a limited number of claims. Overall, ensuring a shared understanding and alignment, partlcularty regarding production defects (see Appendix E) Is ongoing. resolut ion of lower-priority Issues has been delayed due to the project's 
the Project Team has responded with a commitment to Increase project quality and Is In the the severity and priority of production defects. focus on higher-priority tasks. lV&V wlll continue to monitor key areas, Including R4.12 defect resolution, FHIR 
process of Identifying improvements to associated testing processes.. These currently Implementation, any Mid-Sprint Deployments (MSDs), and progress on theAER solution. 
Include: Performing Revenue Neutrality Testing toensuretlq)l!cted revenue streims are 2. Consider exploring tools and practices that support continuous code /31/2S- R4.12 was deployed to production on S/29/2S, followed by successful smoke testing on S/30/2025. Users llave 
largely unchanged from one period to the next. Conducting System Integration Testing. User quality Improvements that could help to establish quality standards and reported three (3) production defects wh ich the project team Is analyzing. During May 202S, one new medium-severity 
Acceptance Testing. Perlotmance Testing. and Regression Testing fof Release 3.10. IV&V assure hlgh..qualitycode that Is secure and can be easily maintained. production defect was reported. The project team continues remediation of exist ing production defects (see Appendix E), 
wUI cont inue to monitor the tesl lng efforts throughout the balance of Release 3.10 and though resolution of lower-priority Issues has been delayed as BHA focuses on higher-priority tasks. Addltlonal production 
validate that enhanced quality processes, Including Industry standard regression testing, 3. The project Increases comprehensive testing prior to joint testing to defects may emerge as users continue to engage with the R4.12 functionality post.go-live. 
continue for Agile Release 3.11 forward. Anally, IV&V reviewed and ptOY!ded feedback on reduce the burden on BHA testers and reduce post-production defects. 
the Help Desk and semantic Layer design documents per request and found that both 4/30/2S- R4.ll was successfully deployed on 4/3/2025, with Smote Testing successfully completed on 4/4/25. A Mid-
documents lacked design details. 4. The SI vendor add a "Found In ' column to the dally scrum file to Sprint Deployment (MSD) was also performed on 4/lS/2S, which induded lour (4) User Stories. 
The idefltlfJed quality Issues have negatively affected DOH billing processes and DOH has Indicate the environment where each defect was Identified. OIW! of the two prevlously reported hlgh-rfty defects was resolved and deployed with R4.11. The second Issue appeared 
statedthesearethe mostlmpactfuldefectsdlscoveredtodate. to be related to a M icrosoft service error and was resolved on 4/18/2S, when Microsoft performed a rollback. Additiona l 

S. TheSlvendorprovldesthe totalnumberofdefects ln productlonand unresolvedproductlondefectshavebeenldentlfiedfollowlncthe R4.11deploymentandtheprojectteamlscurrently 
repomthesenumbersregularlytoBHA. worklng toconnrmthenumberofnewdefects. Thepro/ectteamcontlnues toaddress otheroutstandlngproductlondefects 

(see Appendix E for details). SHA Is currently prioritizing hlgher-rfty tasks, which have delayed the the resolullon of 
6. The project evaluate existing project staff ski lls and experience level lower-priority Issues; however, remediation efforts remain ongoing. lV&V will closely monitor R4.11, FHIR Implementation, 
to ensure they meet SHA support requirements. any Mid-Sprint Deployments {MSOS), and the AER solution. 

7. The project perform CAM HD revenue neutrality fiscal b-alance testing 3/31/2S-The AER solution is in production. The project team closely monitored the solution to ensure stability, quickly 
on a quarterly basis 10 ensure revenues are as expected. resolve Issues, aOO help users adjust to the new system {also known as Hypercare); Hypercare ended on 3/21/25 and the 

projectisprioritizinctheproductbacklog.TheAERteamworkeddiligentlytoclosealldefectsreportedduringHypercare. 
8. TheprojectasslgndedkatedresouroostoprollideOYl!fslghtof TheAERsolutlon'sprogresslsbell'l8dlscussed 1nrcgularmeet1ngsbetweenkeystakeholders. 
CAM HD Fisc:al Processes. Si~ the deployment of R4.10 on 2/6/2S, the project has identified additional unresolved production defects, including 

1 high-severity defect, In Azure DevOps {ADO) {see Appendix E for dctalls). SHA Is prloritlzlng hlgher-f)l'lorlty tasks, which 
9. The project monitor implemented improvetnents for effectiveness. has delayed the resolution of these lower-priority issues, although remediation efforts are underway. 

The R4.11 go-live ls scheduled for 4/3/25. IV&V continues to express concern about code quality and will dosely monitor 
10. Performing an RCA in collaboration with the SI after all future R4.10, FHIR, any MSDs, and the AER solution. 
release deploymentsfor contlnualqualitylmprovement. 

11. SHAand theSlcollaborateonthenccessaryrevlsionstothe 
2/2S/2S- R4.10wasdeployedtoproductionon2/6/202S. Thatsameday, users reportedaeritic:al defect,promptingthe 
deployment of a hotfix with a workaround on 2/7/2025. 

Limited SHA resources Shor1age of Behavioral Health Administration key BHA project resources have reported constraints on how much time they can devote to IV&V recommends: 6/30/25 - SHA continues 10 face ongoing resource const raints. The project has Identified o,t,ersecurlty work that would 
(BHA) project resources could lead to reduced the project. The d~rture of the Child and Adolescent Mental Health Division (CAM HD) l .COnsider ident ifying key security-related activities such as policy be~ from support by iMlividuals with ii relevant background. The project has proactively identified tasks such as drafting Management 
productivity and project delays. System Management Office Manager and CAMHD Inspire Project l ead c:ould further Impact development monitoring. or access oversight that could benefit from security pollcies, reviewing procedures, and Implementing protocols and security monitoring as functions that are currently 

the project if DOH cannot acquire suitable resources. The lack of c:a~city of the DOH test additional support. This could help provide clarity for discussions haMlled alongside regular workloads. These tasks could be strengthened by the involvement of resources with a 
script developer has slowed DD H's automated test script development. regarding the p01entlal adjustment of existing roles or exploration of cybersecurlty background. Whlle external teams, su,h as Enterprise Technology Services (ETSI and the Health Information 
If BHA Is unable to fully staff the project and their existing resources continue to be alternative solutions. A high-level overview of these activities may Systems Office {HISO), provide valuable support, there is currently no centralized ownership or accountability for 
constrained, the project could experience a reduction In productivity and project delays. assist leadership In evaluating and addressing any potential gaps over cybersecurlty within the project team. BHA ls Implementing ,ross-tralnlng to better balance workloads and Increase team 

2. SHA implement a structured knowledge transfer process when key 
personnelret1re, 1ncludlng(ross-traln1nganddocumentlngcrltlcal 

ftexibility,whilealsoexplorincadditionalresourcestoaddresscapacityconstraintsandmaintain focuson u lticalproject 
activities. 

knowledge in the Dyna min Help Desk system. Regular updates to the S/31/2S- SHA is currently lacing resource challenges in security monitoring, including limited staff for managing security 
knoW!edge base WIii maintain Its a(curacy, preserve essential tasks, nodedlc:ated person to review audil logs, and a lack of tools for efficient log analysb. To address these Issues, the 
informat ion,andsupportsmoothopera!lonal contlnuity. team isexplorincseveraloptions, su(hasengaging acybersecurityconsultantand requestlngadditionalfundingforsecurity 

3. Utilizingpeer-to-peerknowledgesharing,allowingexperiencedteam 
membersto 1nformallysharethelrexpertl$edurlngteammeetlngs. 
Additionally,crea!lnginternaldocumentat ion that out linesbest 

support.lntheshortterm, theyarealsoexplorfngthelncorporatlonofcybersecurltytasblntoexlstlngadmlnlstratlve roles. 

4/30/2S -To address ii few of the resource challenges the project has laced, in early April 2025, ODO onboarded a Tosca 
practices and processes for developing security policies would serve as Automated Regression Testing Subject Matter Expert {SME). To support a successful on boarding, DOD provided 5Vstem 
aself-servkeresourcefor the team. demos, training materials, and facilitated collaboratlon with the CAM HD and SI team. Internal ODO resources have been 

identifiedforknowledgetransferrelatedtoregression testlng. Thiswillenableaneffectlve transitionformaintainingthe 
4. DOD and CAM HD have further discussions to optimize resource automated test11'18 suite. Additiona lly, CAM HD and DOD are actlvelyworklng to Identify and secure resources 10 suppon the 
utilizationbetweenthetwodivisions. Business Analyst roles. 

S. SHA should explore options for offloading project team members' 3/31/2S- SHA is actively document ing knowledge to manage staff transitions and reduce resource stra in. The team is 
dally responslbllltles to other staff. creatll'l8 koowledge transfer artkles to capture keylnformatlon, but some gaps remain. A key challenge Is converting Issues 

into dear, documented articles, as informal (ommunicatlon (emails, calls, or ad hoc discussions) a n bypass the help desk 
6. SHA should work qukkly 10 ueate new positions and receive State system. To Improve c:onslstency and vlslblllty, SHA Is working 10 ensure all relevant Issues are property logged as help desk 
approval. cases when appropriate. To further address the resourcing challenge, ODD will be onboarding a Tosca Automated 

Regression Testing Subject Matter El!pert {SME) ln early Aprll 202S to Improve cross-training and support. The kickoff 
7. SHAshouldidentifytasksanddut iesthat theycanask theSlto meeting tookplaceon3/17/25. Aspartofthisproject,PCGwill work wlthDDOto identifytheresourcesandprocessesfor 
,ssume, as permitted by the contract, which are presently being the ongoing mafntenarice of regression testing scripts. Additionally, t raining will be scheduled lo May202S. 
handledb SHAmembers. 
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_ ... _ - --
Deployment process. Due to on-going deployment processes and 

tedmlealexecutlon l$$Ues,theProjectmay 
5everalpost-productionbugshavebeenencounteredin thePhase4 release,R4.4. l.Theprojectteam isrecommendedtodevelopanddocumenta 
Regarding the bug, "Human services Research Institute (HSRII flow Is hilling 1n produc;tJon• formal Root cause Analysis (RCA) protocol that indudes defined 

6/30/2S -A Mid-sprint deployment (MSD) with two (2) defect fi•es was successfully deployed on 6/28/2025. IV&V has not Release/Deployment Issue 
yet rece/111:'d doc:umenutlon of a formalized Root Cause Analysls {RCA) pr0<:ess, Including for deployment-related l$$UeS. The Planning 

Umltedtesllng 

continue to encounter defects and challenges, e.g., (bug# 34886 triggers for initialing an RCA such as severity 1 or 2 production defects, project team has acknowledged the importance of RCA. While this finding highlights deployments, the absence of defined 
when releases are In production or In meeting hnps;//dev.awre.con,/[)OH8HNootf'1i20BHA"20INSPIRE/_workitems/edit/34886), what recurring Issues, or stakeholder-reported Impacts. The prot0<:ol should RCA proto(:Ols and criteria such as severity, recurrence, or business Impact of defects extends acr0$$ the broader project. 
projectedtimelinesforproductionandnon­
productiondeployments. 

is in development and deployed is vastly different from what was deployed to production. also establish clear roles and responsibilities for conducting RCAs and The project team has acknowledged these gaps, they have indicated that efforts to address them are still evolving, and they 
reviewing outcomes, along with setting tlmeframes for completing may consider prlorltlzlng RCA efforts at a later date once higher priority functionality has been implemented. Establishing 

The root cause for these errors is currently being in\tl:'Stigated. RCAs following defect identification or release. Addit ionally, this framework could help ensure consistent application, support effective remediation of recurring i$$Ues, and reduce long-
Incorporat ing standardized templales or l ools for d0<:umentlng RCA term risk. IV&V will continue to monlCor deployment quality across R4.12, FHIR, Mid-Sprint Ol!ployments (M SDs), and the 

Repea1able documented release and deployment and resources experienced with findings and associated corrective actions, as well as implementing a AER solution for any emerging defect uends. 
deployments WIii help ensure that mistakes are minimized and that functiona lity Is not tracking mechanism to ensure those actions are carried out and 
mls1akenly deprecated when deployments take place. monitored for effectiveness, will strengthen the process. Formalizing S/31/2S- R4.12 was successfully deployed 10 production on S/29/2025. However, there was a misunderstanding about 

these elements will help ensure RCA practices are applied consistently, whether one of the Items on the deploy Ilse was actually deployed. IV&V Is having discussions with the deployment team on 
Improve visibility Into root causes, and support long-1erm defect how the process can be Improved to avoid such misunderstandings from recurring. While the project team reports that a 
reduction across fucure releases, Including those reIa1ed 10 FHIR, M5Ds, Root cause Analysls (RCA) process e•lsts, Iv&v has not recellll!d d0<:umentat1on ofa formalized process. Additionally, 

2. lmplemenl a st reamlined Root Cause Analysis (RCA) process to 
ldentify deploymentcausesandprevent recurrence.To manage 

formalprotocolsanddefinedcriteriaforlnitiallngRCAshavenotyetbeenestablished.Spedfically,thereisnodocumented 
guld;i riceoulllnlngthetrlggers, thresholds,ortondltlonsunderwhlchanRCAis requlred(e.g.,severlty, recurrenc:e, or 
bus/nesslmpactofdefects).Thlsgaplimlts theconslsten1andeffectiveappllcallonofRCApractlces,redudng 1heir utility ln 
addresslngandpreventlngrecurrlngproductionlssues.lV&Veneouragestlmelyadoptlonofthesepractlcestosupportlong-

resource constra ints, consider llmeboxing RCA efforts-e.g., 1- 2 hours 1erm qual/ty Jmprovemenl and will continue monitoring deployment quality across R4.12, FHIR, MSDs, and the AER solution 
per defect or a set number of hours weekly. Within this t lmeframe, for ar,y rel;ited derecl trerlds. 
focusongatheringcontext,analyzingcauses,andproposlngcorrective 
actions. ProJecc PMs can !rack these actions to ensure follow-through. 4/30/2S- R4.ll was successfully deployed on 4/3/2025, with Smoke Testing su«essfully completed on 4/4/25. A Mld-

Sprlm Deploymem (MSD) was also conducted on 4/18/2S, wh ich Included four (4) User Stories. One earlier high-severity 
3. The ProJecc should consider automating deployments for resource defecl was traced to a Microsoft service error and was resolved on 4/18/2S. Ase<:ond high-$1:'Vi:'rity issue was later 
savings, Increased efficiency, consistency, faster lime to markei, Identified as deployment-rela1ed. While an RCA was d0<:umented and shared via email, the issue was not logged In Azure 
Improved collaborat ion and reliability, scalability, version control DevOps (ADO) as per standard procedures and was Instead !racked informally. Additional unresollll:'d production defects 
Jntegratlon, and rollbackcapabi lity. havebeen 1dentifledfol lowlng theR4.lldeploymen1,andtheprojectteamiscurrentlyworkingtoconfirmthe number of 

new delects. RootCauseAnalyses (RCAs)are noccurrentlybelng conslstentlydocumentedforproductiondefects,and the 
4.Ensure thereareadequaieandqualified resources tosupportthe projecthasye1toeffectlvelyleverageRCAfindingstoreducepost-productlondefectrates. Theproject teamadlnowledges 
t3urrent deployment processes. This may require the support from the value of establlshlng a forma l RCA process, and further discussions are planned. Implementing a robust RCA pr0<:ess 
RSM resources to provide assls1ance and knowledge transfer for some may help reduce defect recurrence by addressing unresolved or unidentified root causes. IV&V will continue to monitor the 
of the more tomple• deployment components. deploymem quality of R4.ll, FHIR. M5Ds, and the AERsolulion to Identify any deployment-related defects. 

Umlted tesllng processes can lead to poor-quality There is a limited understanding oflhe testing processes and the roles and responslbllltles of l. IV&V recommends enhancing the tesllngsalpts across tesllna 6/30/2S-Slnce the R4.12 deployment 10 production on S/29/2025, users have reported ftve (5) production defects (!WO (2) Test Practice 
software, project delays and extended user those Involved In the pr0<:ess. There is no formal pr0<:ess !of the devfflpment review, and overall to better align with high-risk and business-cr itical workflows. As high severity arld three (3) medium severity) which the project team Is actilll!IY remedlatlng. This underscores the risk Validation 
acceptance testing. approval oftest scenarios, test cases, and test results to ensure adequate partldpa!lon aOO part of this effort, It may be helpful 10 review recem production defects associated with Insufficient test coverage across buslness<rit lcal workflows. Regression 1esting for R4.t3 is scheduled for 

approval from state naff. to Identify areas where test coverage could be Improved. This may 7/21/202S to 7/29/202S and is expected to Include both manual and autom;ited testing. The Tosca Automated Regression 
When 1esting user stories 34564 and 347S6 on 1/31/24, the test tasks did not reflect the Include Incorporating a broader range oftesllng techniques such as Testing SME continues to automate ODO test scenarios an lmportam step toward Improving lest reliability and reducing 
real use cases to give stakeholders adequate confidence that the user StotY could be tested. negative testing (e.g., Invalid Inputs or edge cases), boundary testing, manual effort. H~r, OVl!rall test coverage remains HmlCed. Without broader and more comprehensive testing, the risk 
As a resuh, time was expended by testing resources, testing was inadequate, and a user role-based scenario te51lng, and end-to-end wortflowvallda1lon. of post-deployment Issues rema ins elevated. Expanding the scope and depth of lestlng particularly across high-risk and 
story may have been deemed to meet functionality when It did not. Expanding the stope of testing In th is waywlll help uncover hidden buslness-crltlcal wortflows, Is essentia l to ensure system stablllty and reduce defect recurrence In fucure releases. 

defects,lmprovesys1em robus1ness,andreducethe llkellhoodofpost- S/31/2S-
deployment Issues. R4.12 was deployed to production on S/29/202S, followed by successful smoketestlna on 5/30/2025. However, users 

subsequenllyreportedthreeproductlondefectsthatwereexpected1ohavebeen ldentlfleddurlng smokete51lng.R4.12 
As part of this effort, II may be helpful to review recent production regression testing was conducted from 5/19/202S to 5/28/2025 and completed su«essfullv, CAMHD and DOD focused on 
defects to Identify areas where lest coverage could be Improved. manual regression l est lng. Addit iona lly, the Tosca automation expert Is reviewing current functionality to lden1lfy 
Expanding smoke test scenarios to Include key functional paths With a optimization opportunities and Is developlng recommendations and effort estimates to enhance the auiom;ited regression 
history of defects, along with exploring opportunit ies for automa1lon, l estlng framework. The project team continues to work on resolvlng outstanding production defects (see Appendix E). IV&V 
ean contrlbUle to more efficient and consistent post-deployment wlll continue to monitor key areas, Including R4.12, FHIR implementation, any Mid-Sprint Dl!plovments (M5Ds), and theAER 
va lldallon. Theseenhancememsarelmendedtosupportslronger solution for quality Issues. 
releasereadlness andhelpmlnlmlze theriskof post-deployment l$$Ues. 

4/30/2S-R4.llwassucteSSlullydeployedon4/3/202S,wllh 5mote Tesllngsuccessfullycompletedon4/4/25. AM1d-
2. Make efforts to implement a streamlined Root (.luse Analysis (RCA) Sprint Deployment (MSD) was also performed on 4/li/2S, which induded four (4) User Stories. Additional unresolved 
process to Identify the causes of defects and prevent recurrence. Due produc:tJon defects have been Identified followlna the R4.11 deployment, and the project 1eam Is currently working to 
to project resource tonstraints, propose limeboxing RCA efforts for confirm the number of new defects. The project team continues to address other outstanding production defects (see 
each defect Introduced Into production. Tlmebo•lng Involves all0<:atlng AppeOOix E for details). The project team has enhanced smoke teSI scripts to provide more comprehensive coverage, 
aforedperiod (e.g.,1-2hoursperdefector asetnumberofhoursper i00udlngfurtdional ity suchas theProviderPortal.To further strengthenqualitya$$Urance,theprojectonboarded a Tosca 
week) for focused Root Cause Analysls {RCA) actlvlCles. These activities automated regress/on lestlng expert ln early April 202S, with work scheduled 10 begin shortly !hereafter. This regression 
mayincludequicklygatheringdefecttonteirt. analvzinapotential testlngeflortisl:'l!pected tospanAprilarldMay202S.Thee•pertwillfocusonrepairingexistinaToscasCJiptsand 
causes, andproposlngtorrectlveactlons,allwlthlnthespedfled refnitiallngautoma1ed1estlnaefforts. 
timeframe.ProjectPM(s)eanoverseethetrackingofoorrectiveactions 
toensurecompletlon. 3/3l/2S-TheAERsolutlon1s1nproductlon. Theproject1eamcloselymonltoredthesolutlontoensures1abllity,qulckly 

resolve issues, arld help users adjusc to the new system (a lso known as Hypercare); Hypereare ended on 3/21/2S and the 
3. IV&V recommends that, after fixing a defect, the SI incorporate project Is priorit izing the product backlog. The AER team worked diligent ly to close all defects reported during Hypercare. 
relevanttestcases tovalidatethesefi•esinsubsequentreleases. Si~the deploymentofR4.lOon2/6/2S,theprojecthasidenlifiedadditionalunresolved productiondefects,induding 

lhlgh-severity defect, 1nAzureDev0ps{ADO){seeAppendixEfordetalls),despltetestlnga1theunlC,system lntegratlon 

Backlog meetings The absence of separate dedicated product backlog Currently, product backlog reviews are done during design meetings and/or weekly Issues 6/30/2S - BHA Is actively commlned to managing Its backlog effectively, focusing on aligning development efforts dosely Sprint Plannlna 
review meetings ean lead to unclear priorities, meetings. This can lead to, e.g., scattered focus, limlled stakel'lolcler engagement, difficulty l . BHAcontinue to tonduct these meetings regularly and mature the with business priorities. The product owner of DOD works closely with team members to understand business needs and 
misalignment wllh stakeholders, Inadequate In managing complexlty, and delayed decision m;iklng. practice over lime, as !hey provide 1anglblevalue In sustaining project prioritize user siorles. Requests come from business leads and are then t ranslated in10 developmenl tasks. There are 
refinement, and inCJeased risk of scope Cfeep. A product backlog review is an essential part of agile project management, particularly in velocity and reducing rework. cl\allenges with visibility into available user story points and the assignment of work across intemal and extemal resources, 

Scrum. It's a collaborative meeting where !he Scrum team, 100udlng the Product Owner, which may make It difficult to accurately assess the capacity of the team and effectively assign work. Prioritization Is based 
SCfum Master, and development team members, inspect aM adapt the product backlog. 2. CAM HO and ODO implement a structured feedback management on business needs rather than just story points, with an effort to group related tasks for improved efficiency. CAMHD's 

process with a prloritlza!lon framework to ensure that all new requests backlog meetings are held monthly. Overall, there Is room for Improvement in planning and coordination to optimize the 
The product backlog review is an important Scrum ceremony that helps keep the backlog are thoroughly evaluated and aligned with project goals before being use of available capacity. 
relevant,up-to-date,andallgnedwith!heproject'$goaisandprlorltles.Here'$a$ummaryofaddedtothebacklog. S/31/2S-
whattypicallyhappensduringaproductbacklogreview: BHAcontinues to hold backlog review meetings, with the most recent session conducted in April 202S. These efforts 

3. Separate dedicated product backlog review meetings (during $prints) represent a positive siep 1oward allgnlng priorities, managing 1echnlcal dependencies, and dearly defining backlog Items to 
l. Inspecting Backlog ltems: Theteam reviews the items on the product backlog. This would allow clarifying any ambiguities or uncertainties, re- support development aOO testing. While no sessions have yet been scheduled for May, IV&V understands that the team is 
Involves dlscUS5Ing each ICem, under$tandlng Its priority, value, and acceptance criteria. prlorltlzallon, estimation, and refinement of backlog ICeITT$. Thi$ would 51111 a«Hmatlng to role$ and processes. IV&V plans to attend fucure backlog prioritization meetings to$upport this effort. 
2. Ensuring Oarity: The team ensures that each backlog Item is dear and well-understood. allow the project team to avoid situat ions where decisions about 
Anyamblgullle$ or uncertaintle$ are clarified at thl$SCage. Including Items mid-sprint would have to be taken. 4/30/2S - IV&V wa$ lnvlted to attend the DOD Backlog Prioritization Meeting. Several key lleITT$ were discussed, including: 
3. E.slimalion: E.slimalion of backlog items m;iy 0<:cur during the review. The team may use -Apple Health 
techniques like $tory points or relative sizing 10 e$llmate the effort required for each Item. 4. IV&V recommend$ scheduling separate dedicated product backlog - calcula1or 
4.Re-prloritization:Basedon newinsights,changes inrequirements,or stakeholder 
feedback,theteammay needtore-prioritizeitemsinthebacklog. 

review meetings (during Sprints) where all relevant stakeholders are - Provider and Customer Portal Documents 
invited to review the product backlog and scheduled al the appropriale While the meeting addressed these items, many of the backlog items still require est imation. DDD is currently working to 

5. Removing or Adding Items: Items that are no lonaer relevamor necessary may be time(s) such that there Is sufficient time to plan the design, 
removed from the backlog. New Items that emerge or are identified as important may be development, and implementat ion (DDI) of the nexl release(s). 
added. 
6. Refinement: Backlog refinement may also 0<:cur during the review. This involves breaking 
down large ICeITT$ into $fTlaller, more manageable ones, or adding more detail to /terns as 
needed. 
7.Collaboration: TherevlewisacollaboratlveeffortinvolvingtheentlreScrumteam. lt'san 
opportunityforopendiscussionandsharin11:ofideastoensureeveryoneisalignedonthe 
goals and priorities. 
8.Updatin11:Documentation:Anyupdatesor changesmadeduringthe reviewshouldbe 
documentedtoensuretransparencyand vislbllitylorall scakeholders. 
9.Feedbackloop:The reviewoftengeneratesfeedbackthatcanbeusedto improvethe 
backlog managementprOCl:'$$or reflnefuturebacklogitem5-
lO.Sol intPlanninl! Preoaration: Theoutcomesofthe oroductbacklOl! review hel inform 

complete these estimations. IV&V ls reducing the risk rating from medium 10 low due to the progress made in backlog 
prioritiulionarldongoingeffortstotompleteest lmalions. 

3/31/2S- Product Backlog meetings are being scheduled, and the IV&V team has been invited to attend. These meetings are 
essemlalforallgnlngprlorltles,managlng1echnlcaldependencles,andensurlngthatbacklogltem$arewell-deflnedfor 
development arld testing, helpine: to maintain project vel0<:ity and minimize rework. 

2/28/2S- BHA plans to schedule other backlog review meetings and will notify IV&Vaccordingly. While some meetings 
halll!alreadyoccurred,aconslstentbacklogrevlewschedulelsstlllbelngestabllshed. Effortsarealsounderwaytoimprove 
the backlog review process. Regu lar meetings and process enhancements will help ensure alignment, bdlltate timely issue 
resolutlon,andkeeptheprojeccmovlngforwardefficlent ly. 

1/31/2S - BHA remains satisfied with the backlog prioritization. However, CAM HD, having conducted surveys and user 
rouointerviewsin2019 and2020,lsconcemedthatntherine.feedbackfromabroaderuserbasemi htleadtoadditional 
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_ ... _ - --Defect management. Neglecting the established defect management Failure to follow the established defect management process can result in defects being IV&V recommends: 6/30/25 - IV&V will continue to monitor the adherence to the Help Desk and defect management processes. 
pr()(esscould lead tolost/forgottendefects,user overlooked,inconsistentlytracked,orunresolved- leadingtoin,;reaseduserfrustrationand l.Thepro]ectrl.'(ordsthehlstoryofadefect'sseverltylnthe 
frustration, and could slow resolution of similar reduced trust in the system. This breakdown also impairs the project team's ability to corresponding t icket's description/notes section in ADO. For example, 5/31/25- IV&V continues to observe project focus on the Help Desk and defect management processes. BHA is actiYely 
defects In the future. analyre trends, Implement root cause fll«'S, and prioritize effectM!'ly. Dver time, neglecting when a hotf'lll Is deployed to mitigate a defect lnltlally clas.slfied as revlewll'l8 the submitted Help Desk documentation to assess the adoption and enforcement of the documented defect 

structured defect handling may slow resolution cydes, introduce rework, and degrade 
overall softwarequalityandservicerellablllty. 

"Crit ical, ' the description/notes section should document that the management procedures. lV&V will provide feedback and recommendations to support alignment with industry best 
defectorlglnallyhada ' Crltical"severityrating. praalces. 

2. Based on Bes! Practices, updating the defecl management 4/30/25- IV&V has reviewed the documentation out lining the Help Desk proeess. lV&V continues to ob- Increased 
documentation and having regular refresher training on the defect project focus on both the Help Desk and defect management processes, and will monitor adherence to these processes 
management process. while provld!l'l8 feedback and recommendations based on best practices . . Meanwhile, BHA Is reviewing the prl:'lllously 

provldedHelpOeskdocumentat lonandconslderlngadoptlngandenforclng theout lineddefectmanagementprocedures. 
3.Sl:'ndcommunlcat lonsto the projeclstakeholderstodarlfythe 
defect management process and the importance of logging all defects. 3/31/25- In March 2025, the SI provided documentation that was originally created in 2019, outl!nlng the Help Desk 

process. lV&V !s continuing Its review of the process and will provide feedback and recommendations based on best 
3. Take steps to assure current and new users understand how to practices In April 2025. Notably, the project has placed Increased attention on this area, which Is a positive development. As 
report and/or log defects. aresultofth!shelghtened focus, IV&Vhasobservedacorrespondlngriselnthenumberof defectsbelnglogged lnAiure 

DevOps (ADO), Indicat ing stronger adherence 10 reporting protocols and greater transparency in issue tracking. ProductM!' 
4. Consider designating a defect management lead or champion to d!$CUSS!oris are underw;;iy to address critica l defects. By reviewing the Help Desk process and addressing any gaps, IV&V 
oversee adherence 10 the process and assure all defects are logged. anticipates Improvements In the overa ll defect management approach. BHA usually rl.'(ei\les Issues by email or helpdesk 

calls, with most reports submitted by email . Depending on the severity of the defect, BHA personnel may consult With other 
5. Keep stakeholders Informed about defect status, priority, Impacts, team members and nag high-severity defects, reporting them to the SI. While the current process is generally effective, 
andresolut lontlmellnes. Thlscould lncreaseawareness ofthe there!sroomtospeeduphowcrlllcaldefectsarehandled,partlcularlybyenhanclnghowtheselssuesareinltlallylogged. 
Importance of logging defects. 

6. Discuss ways to Improve the defect logging and management 
processwtththe Sl andcomeupwlthaplan tolmpr0\11:'. 

2/2B/25 -Ahigh-prioritydefecloccurredon 2/6/2025,brlnglngto llgt,tan opportunitytostrengthen theproJect'sdefect 
management process. BHAencountered some challenges that resulted in a delay in addressing the defect. In February, 
therewereproductlvedlscusslonsonaddresslngc.rltlealdefects.TheSlhasprovldedadocument outllnlngtheHelp O<!sk 
process, which IV&V will review In March 2025 to further determine the risk. 

1/31/25 -Durlngthlsreportlngperlod,therecontlnues tobeadelaylncreatingticketslnAiureDevOps(AOO)fordefects. 
IV&V remains concerned about the project's deviation from the Defect Management process. lV&V, BHA and the SI will 
contlnuedl$CUssloristo ldentlfyprocessgapsand determlnenextsteps. 

12/31/24 - Durlng thlsreportlngperlod, usersencountered productlonissues relatedtotheCalculator,includlnganinablllty 

ProjectManagement Issue 

Production restarts. The lack of a g0\11:'mance process for restarting Without a defined governance process for restarting production systems, there is increased IV&V recommends: 6/30/25- BHA has provided IV&V with the updated document describing the Production System Restart Communication Project Management 
production systems can Impact sel'\lke availability risk of uncoordinated actions that may lead to unexpected downtime, dela~ 5e!"Vlce l . Develop standard procedures for system restarts, including a Protocol. lV&V will ~ew the document and provide ~edback based on Industry best practices. 
andfrustrateend-usersandhlnderaccountablllty. restoratlon,or dataintegrltyissues.This lackof structureeanfrustrateend-users, reduce checkl!st todetermlnewhenarestartlsnecessary, pre<hl.'(ks,step-by- 5/31/25-

confldence in system reliability, and hinder accountability when incidents occur, ultimately step Instructions, and post-restarl verifications. BHA Ms engaged In productive discussions around enhancing the communication protocol, including potential adjustments 
affectlngBHA'sabllltytodellvertimelyandconsistentservlces. 

BHA does not currently have a streamlined report While BHA can determine the number of active AER analytics solution users in production 
to ident!fyactiveAERanalyticsusers in production. basedonuseremail addresses,the process ismanual andlacksastandardizedreport. 

A!thoughtheneedforareportlngfeaturehasbeendlscussed,noformalrequesthasbeen 
made to implement it. This limits efficient user monitoring and may impact future efforts to 
track adoption or support planning. BHA plans to submit a new request. 

10advancenotlceperiods,provldernotlf!catlons,andlanguagepreferences,10improvelts darityand effectlveness. 
2. Requ ire formal approvals before initiating a restart, especially for However, the updated document Ms not yet been sMred with IV&V for review. 
INSPIRE, and document all actions in a centralized system. 

4/30/25- BHA Is continu ing With the development of a document describing a communication protocol. BHA has provided 
3. Deflneclearescalatlonpathsforwhenrestartsdo not goas planned, somekeychan,ges,lndudlngadjustmemstotheadvancenotlceperlod,provldernotlflcatlons,andspedflc language 
Including Identifying contacts for tl.'(hnlcal supporl and management preferences, which would further strengthen the protocol and enhance Its effectiveness. BHA shared the drnft document 
approval for additional Interventions. with ODO and IV&V for lnlt lal review. 

4. AutomateRestartProcedureswhere posslble. 

5. Thegovernanceprocesslsestabllshed,ltshouldbe effectlvely 

communleated to thepro/ect team. 

6. Provldestakeholderswlthaclearexplanationofthe reasonforthe 

3/31/25- Based on discussions with key members of the deployment team, IV&V continues to recommend documenting 
processes, procedures, and communication protocols to eliminate ambiguity and promote a shared understanding among 
stakeholders. Thedeployment teamls currentlynnallzlngacommunlcatlonprotoco!. 

2/2B/25-Therehasbeennoprogressfor thlsreportlng perlod. 

restartandthelessonsleamed,whlledocumentlng the restartdl!lails l/3l/25-Whenan1ssuerequlrlnga productlonPor1al restart occurredonlyonce,certalnprojectstakeholdersconvened to 
in the defect record. dl$CUSS and implement the necessary steps. lV&V recommends documenting the actions taken during that meeting as part 

of the process for production system restarts. Documenting processes and proeedures removes ambiguity and ensures a 
common understanding among stakeholders. 

12/31/24 - BHA suggested that the deployment team or the Help Desk team may be best suited to document the process. 
IV&V remains concerned that no further progress has been made and will continue to make rl.'(ommendatlons on how BHA 
could resolvethisissueandbepreparedforaproductionrestart. 

11/30/24 -Noprogresshasbeenmadeforthisreportingperiod. 

10/31/24 - BHA is considering developing a documented gOlll:'mance process for restarting production systems. 

6/30/25-BHAsubmlnedaformalrequest todevelopareportlng featuretoldentlfyactlveAERanalytlcsusersln 
prodl.lClion. T~ project has created a User Request in Azure D<!vOPs (ADO). 
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_ ... _ 
Monitoring and 
tracklnggaps 

User activity tracking for viewing records is limited The BH.A. team is currently assessing whether systems such as the Provider Portal, INSPIRE, 
aero" systems, which may a~ tninsparem;y and and MAX effffllvely capture user activity, particularly related to viewing records. Although 
raise potential compliance concerns. some auditdataisavailable,access is limitedand oftenrequires navigatingthrough 

addltlonal channels.Assuch,evaluatlngthefe.islbllityoflmprovlnguseractlvltytracklng 
maybe investigated/consideredaspartoffuturedevelopment planning. 

- --
6/30/2S- Currently, gapsexist in monitoringrecordviewingactivity,withonlycreationandeditingbeingtnicked.Previous Software 
efforts to log viewing were rulled, likely due to stonige concerns. The system uses a buslnes.s unit hlenirchyln Dynamics to D~pment 
control access but does not distincuish between accessinc and actively rNding records. While nindom audits are performed 
monthly by CAMHD/DDO, this process !s manual •nd lacks formal policy backing. This •pproach m.-, present challenges for 
ensurinc HIP AA compliance and identifying unauthorized access to sensit ive data. Without a detailed audit trail for viewing 
actlvity,susplciousbehavlor,part!cul.rlyfromusel'5withhlgher-level permisslons,m•vgounnotii:ed.BH.A.lntends to 
confirm the minimum required data for HIPAA compliance with legal/compliance (e.g., user ID and t imestamp) and 
evalua1etheeffectlvenessofwrrentaudits. 
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