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BACKGROUND 

The State of Hawaii (State), Department of Attorney General (AG), Child Support 
Enforcement Agency (CSEA) contracted Protech Solutions, Inc. (Protech) on October 2, 
2023, to replatform the KEIKI System and provide ongoing operations support. Protech 
has subcontracted One Advanced and Data House to perform specific project tasks related 
to code migration, replatforming services, and testing. The agreement with DataHouse 
was terminated in February 2025. The Department of AG contracted Accuity LLP (Accuity) 
to provide Independent Verification and Validation (IV&V) services for the project. 

Our initial assessment of project health was provided in the first Monthly IV&V Review 
Report as of October 31, 2023. Monthly IV&V review reports will be issued through 
August 2025 and build upon the initial report to continually update and evaluate project 
progress and performance. 

Our IV&V Assessment Areas include People, Process, and Technology. Each month we will 
select specific IV&V Assessment Areas to perform more focused IV&V activities on a 
rotational basis. 

The IV&V Dashboard and IV&V Summary provide a quick visual and narrative snapshot of 
both the project status and project assessment as of May 30, 2025. Ratings are provided 
monthly for each IV&V Assessment Area (refer to Appendix A: IV&V Criticality and Severity 
Ratings). The overall rating is assigned based on the criticality ratings of the IV&V 
Assessment Categories and the severity ratings of the underlying observations. 

TEAMWORK AND PERSERVERANCE 

"We may 
have all come 
on different 
ships, but we 
are in the 
same boat 
now." 

- Martin Luther King Jr. 
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IV&V OBSERVATIONS PROJECT BUDGET 

MILLIONS $4.2M $6.4M 
5 ** 

$- $2 $4 $6 
■ INVOICED ■ TOTAL 

* Only includes contracts. IV&V is unable to validate total budget. 

** Invoice for May is unavailable at time of report generation. 

0 

2 

■ 
PROJECT PROGRESS 

(Percent of the weighted duration of total tasks) 

PEOPLE PROCESS TECHNOLOGY 
■ HIGH ■ MED ■ LOW ■ PRELIM ■ OPPOR ■ POSITIVE 

0 7 0 12 72%** 
NEW OPEN CLOSED OPEN 

OBSERVATIONS OBSERVATIONS OBSERVATIONS RECOMMENDATIONS 
- ACTUAL ACTIVITY PROGRESS ** IV&V is unable to validate the progress percentage ofthe schedule as it does 

THIS MONTH TOTAL THIS MONTH TOTAL not include all project activities. 

KEY PROGRESS & RISKS 
Key Progress: 
• Batch job performance testing and data extract discrepancies continued to be addressed through iterative retesting cycles, demonstrating the team's 

commitment to resolving complex data issues. 
• Protech proposed a fast-tracking approach to maintain milestone alignment. This approach has not been formally approved by CSEA. 
• System testing is in progress with retesting of critical defects and data discrepancies continuing throughout May, and the System Installation Phase is 

at69%. 
Key Risks: 
• The critical path for the KEIKI KROM project in May 2025 has zero float between the D-21 System Test Results Report approval and the Acceptance 

Testing start date. This indicates that any delays in finalizing D-21 or other tasks on the critical path could lead to cascading schedule delays for UAT 
and Go-Live readiness. 

• The absence of an approved, updated project schedule as of May increases the risk of stakeholder fatigue and downstream impacts on UAT readiness 
and overall project delivery. The schedule variance at the end of May was 54 days so containing further schedule erosion is critical. 

• The temporary leave of absence of the CSEA Project Manager in May posed a risk to project governance. This major risk has been added to the RAID 
log and is in mitigation status with coverage being provided by CSEA project leads. IV&V will continue to monitor any potential for gaps in project 

- t 

ASSESSMENT & PLANNING 

I OCT2023 

PROJECT SCHEDULE - Current Progress 
(See next page for the current agreement and schedule history) 

PROGRAM DEVELOPMENT & TESTING 

I JUNE 2024 

SYSTEM INSTALL 

IMPLEMENTATION 

I JAN 2025 

' 
: As of month 
l end 

I AUG 2025 

■ ACTUAL ■ DELAYED 

♦ OCT 26, 2025 GO-LIVE 

APR2026 I 
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.... ~ .._.. 

Provided here is a 
comprehensive view of 
three timelines: 

1. The baseline project 
schedule set in 
September 2023. 

2. The rebaselined 
schedule following 
the approval of the 
DOI Project 
Management Plan 
on January 8, 2024. 

3. The current 
schedule based on 
the April 10, 2025, 
no-cost change 
request. 

........... ..... 

ASSESSMENT AND 
REQUIREMENTS 

DATA CONVERSION 

SYSTEM INSTALL 

ASSESSMENT & PLANNING 

PROGRAM DEVELOPMENT & TESTING 

-
' ' 
: As of month 
l end 
' ' ' 

* ~0-LIVE TBD 

POST IMPLEMENTATION & 
WARRANTY 

■ ORIGINAL 

PROJECT SCHEDULE - Rebaselined January 8, 2024 

PROGRAM DEVELOPMENT & TESTING 

: As of month 
: end 

. REBASELINED 1/8/24 

* SEPT 22, 2025 GO-LIVE 

POST IMPLEMENTATION & 
WARRANTY 

PROJECT SCHEDULE - Revised April 10, 2025, Signed Agreement 

ASSESSMENT & PLANNING 

DEVELOPMENT & TESTING 

SYSTEM INSTALL 

' ' 
■lf8/24 REBASELINED ■ FORECASTED ■DELAYED 

: As of month 
l end 
' '------ -

POST IMPLEMENTATION & 
WARRANTY 

5 



MAR APR MAY IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 O Overall Project Schedule: 
The project progress status as of May 30, 2025 was 72% with a 54-day variance from the baseline schedule, 
reflecting challenges with data discrepancies, batch job testing, and critical system testing defects. The critical 
path has zero float between the D-21 System Test Results Report approval and the Acceptance Testing start 
date. The temporary leave of absence of the CSEA Project Manager has introduced a new major risk 
documented in the project RAID log which is in mitigation status and being tracked. The CSEA project 
leadership is covering project management activities for the interim. There is a risk for uncertainty in project 
governance, driven by the currently forecasted Go-Live date of January 3, 2026, which is the proposed 
adjusted date that is pending confirmation by Protech as of the end of May 2025. Formal schedule 
realignment and defect resolution will be important to maintain progress and prevent further schedule 
erosion. 

Project Costs: 
Contract invoices remain within the total contracted costs. 

Quality: 
The overall project quality reflects ongoing efforts to address critical system testing defects and data 
discrepancies. Batch job performance testing continues to identify discrepancies in data extracts and job 
runtimes, with iterative retesting cycles executed to address these issues. Protech and IBM teams have 
collaborated on resolving differences in data validation outputs between CSEA (legacy) and KROM, focusing 
on reconciling data source and target differences and aligning batch testing with performance expectations. 
Overall batch testing execution sits at 90%. With overall system testing at 91% as of May 28, 2025. 

Despite these positive efforts, ten critical system testing defects remain open, and batch job performance 
issues are still under review. The project team's focus on performance improvement and data accuracy is 
essential to meet UAT readiness standards and quality of product. The departure of the CSEA Project 
Manager, while temporary, could raise the potential for gaps in quality oversight. Through regular weekly 
testing and status updates helps to ensure ongoing progress tracking and key stakeholder engagement. The 
CSEA project team is providing focused coverage to mitigate this potential for oversight gaps. 

Project Success: 
The KEIKI KROM project has maintained milestone progress through active collaboration across Protech 
(DDI), IBM, and CSEA teams. While system testing and data validation challenges remain, proactive retesting 
and weekly updates have helped sustain project momentum. 

The project remains in yellow status due to unresolved critical system testing defects, data discrepancies in 
extracts, and the need for Protech (DDI) to provide an updated schedule formalized for CSEA acceptance to 
align with the current 54-day variance and gain CSEA approval to meet stakeholder expectations. 

6 



MAR APR MAY IV&V ASSESSMENT IV&V SUMMARY 
AREA 

8 People 
Team, 
Stakeholders, & 
Culture 

The project team has been actively engaged in addressing critical defect resolution and system testing 
delays, with CSEA participating in key decisions and validating data extracts. Collaboration across Protech 
(DDI), IBM, and CSEA is evident, with transparent risk discussions and status updates in weekly and monthly 
meetings. The team is demonstrating a tactical approach to reducing stakeholder testing fatigue by 
efficiently addressing the most impactful testing activities. 

Team: 
Protech continues to lead project delivery and is actively collaborating with IBM and CSEA teams to resolve 
defects, finalize system testing, and refine the UAT environment. Protech's focus has been on batch 
execution performance testing, mainframe printing transitions, and addressing critical defects through 
focused retesting cycles. The Protech (DDI) Test Team is also engaged daily, with consistent status reviews 
and updates in the testing environment to ensure alignment and progress on defect resolution and system 
testing deliverables. The departure of the CSEA Project Manager has created a temporary gap in project 
oversight, however, CSEA team members are providing interim coverage to maintain decision-making and 
governance continuity. 

Stakeholders: 
CSEA remains deeply engaged, with active roles in 

• Validating data extract processes and addressing discrepancies. 

• Participating in decision-making for printing solutions (mainframe vs. Windows printers). 

• Reviewing system testing outcomes and participating in weekly status meetings and interface discussions 
(KEIKI Weekly Status Report - 05282025). 

CSEA and Protech(DDI) are also involved in decisions around cost optimization (AWS EC2 scheduling) and 
final system readiness for UAT and Go-Live. 

Culture: 
The project demonstrates a culture of collaboration and open communication, highlighted by frequent cross­
team engagements and proactive discussions in recurring meetings (e.g., Weekly Status, Monthly/Quarterly 
Steering Committees, Risk Review Meetings). CSEA and Protech (DDI) have maintained a shared focus on 
issue resolution and risk management, fostering a problem-solving mindset across the team. There is clear 
evidence of commitment to continuous improvement in processes, as seen in the regular evaluation of batch 
performance, data extracts, and readiness for UAT. 

The project's People dimension is performing well, with collaborative engagement across Protech (DDI), IBM, 
and CSEA, active defect resolution, and stakeholder alignment through regular reviews, reflecting a healthy 
green status. 
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MAR APR MAY IV&V ASSESSMENT IV&V SUMMARY 

0 0 
AREA 

O Process 
Approach 
& Execution 

Process: The project team focused on closing out critical system testing defects, refining batch job performance, 
and building out the UAT environment, which reached 48% completion. However, schedule alignment remains a 
challenge, with a 54-day variance, and zero float in the critical path with no realigned and formally approved 
schedule in place. These factors underscore the need for pinning down an accurate schedule to align stakeholder 
expectations and prevent further downstream delays. 

Approach: The team is following a milestone-driven approach, prioritizing defect closure and performance tuning 
while fast-tracking the schedule to recover project slippage. Protech's proposed approach includes daily status 
reviews and testing cycles to validate data and system performance. However, the lack of a formalized schedule to 
be submitted by Protech and reviewed and agreed to by CSEA for the purpose of rebaselining the project schedule 
puts limits on the effectiveness of this approach in aligning stakeholders and ensuring confidence that milestone 
targets will be met. 

Execution: Execution efforts in May centered on intensive retesting of system testing defects and performance 
issues, with daily defect triage meetings and focused testing cycles. Despite these targeted actions, 10 critical 
defects and persistent data extract discrepancies remain open. The team's efforts are being tracked through 
updated RAID logs and weekly status reports, ensuring transparency and accountability for closure activities. 

Risk Log Alignment: 
• System Testing phase is at 91% completion, but 10 critical defects remain unresolved, directly affecting 

downstream testing and data quality validation. These open critical defects are aligned with RAID Log IDs 35 
and 56, which highlight integration and environment compatibility risks. 

• Batch job performance testing and data extract reconciliation remain ongoing, with continued retesting cycles 
for jobs showing performance discrepancies. These performance gaps are linked to RAID Log IDs 47 and 69, 
which cover data extraction challenges and data pipeline delays. 

• UAT environment build-out is at 48%, with remaining tasks focused on finalizing build configurations and data 
extract readiness. UAT environment dependencies are captured in RAID Log IDs 31, 32, and 33, related to 
environment readiness and data migration risks. 

• Protech's fast-tracking approach has not yet been formally approved by CSEA, resulting in uncertainty around 
actual schedule alignment and potential rebaselining needs. The lack of an approved rebaseline aligns with 
schedule risks noted across the RAID log, including RAID Log ID 69 for data-driven testing delays. 

• The departure of the CSEA Project Manager has created a gap in governance oversight, though interim 
coverage by CSEA team members has helped maintain continuity. This governance gap is noted in RAID Log ID 
74, which tracks potential impacts from staffing changes and management transitions. 

The project process status is yellow. This status considers improvements in stakeholder alignment, risk mitigation 
strategies, and structured execution improvements. However, the critical path has zero float. Continued 
refinements in defect resolution, batch result validation, and training logistics will be necessary to complete 
System Testing, finalize Deliverable D-21 (System Test Results Report), and support the transition toward a Green 
project status. 

8 



MAR APR MAY IV&V ASSESSMENT IV&V SUMMARY 

0 0 0 
AREA 

Technology 
System, Data, & 
Security 

System: The overall system installation phase is at 69% completion as of May 28th. System testing efforts in May 
prioritized retesting of critical system testing defects, especially in key batch jobs like JESFTP and financial 
processes. Performance issues were actively addressed through code drops and configuration changes in 
coordination with IBM, focusing on reducing job runtimes to meet defined benchmarks. Despite these efforts, 10 
critical defects remain open which have the potential to pose a risk to downstream UAT readiness and project 
milestones. 

Data: Data extract validation efforts called out continued discrepancies between the ADABAS and SQL-KROM 
outputs, particularly in jobs like NSDDB0lJ and NSDCR0lJ. Protech and IBM worked on validating source-to-target 
data mapping, using iterative data extract retesting to identify and close gaps. These activities were closely 
tracked in weekly status updates and documented defect logs, emphasizing data reconciliation as a critical focus 
area. Additionally, data extract outputs in batch testing were validated against performance targets to ensure 
alignment with downstream UAT data needs. 

Security: Nessus vulnerability scans for the UAT environments have been completed, with four exceptions 
documented and actively tracked in Jira for resolution. SSL encryption and SSO integration efforts are also ongoing 
to ensure secure environments for upcoming UAT testing. These security activities are being closely monitored to 
maintain compliance with project data protection standards and stakeholder expectations. 

Risk Log Alignment: 
• System performance and critical defect resolution are aligned with RAID Log IDs 35 and 56, which highlight 

interface testing challenges, environment compatibility issues, and risks to Go-Live readiness if system testing 
defects are not closed. These gaps directly correspond to RAID Log IDs 35 and 56, which cover interface 
integration challenges, and the decision needed on Code-1 Plus software to ensure environment compatibility 
and readiness for UAT. 

• Data extract validation continued to surface discrepancies between ADABAS and SQL-KROM datasets, notably 
in jobs like NSDDB0lJ and NSDCR0lJ, requiring repeated retesting and data reconciliation. These data issues 
are reflected in RAID Log IDs 47 and 69, which detail risks around data extraction baseline misalignment and 
delays in data import/export that directly affect data integrity and system readiness. 

• Security testing in May completed Nessus vulnerability scans, with four exceptions documented for further 
mitigation, and continued work on SSL encryption and SSO integration in UAT environments. There is no 
alignment for this in the RAID log as of May 30, 2025. 

The Technology status remains yellow, trending up, maintaining a stable technical foundation in May, with UAT 
environment build-out at 48% and active retesting of critical system testing defects. While 10 critical defects 
remain open and four security exceptions are still unresolved, continued progress across data extract 
reconciliation, system performance tuning, and security compliance in UAT environments has been achieved. 
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Existing Observation with Reopened Recommendations (Prior Findings) 

IV&VASSESSMENT 
AREAS 

People 

Process 

Technology 

OBSERVATION#: 2023.10.002. Rl STATUS: N/A TYPE: PRELIMINARY SEVERITY: N/ A 

TITLE: Formalize a Mutually Agreed to Project Schedule 

Observation: The May 2025 project schedule continues to show a 54-day variance from the baseline, with no formal 
rebaseline in place to reflect ongoing challenges. This delay is primarily driven by unresolved critical system testing 
defects, persistent data extract discrepancies, and performance tuning issues in key batch jobs. The lack of a formal 
schedule rebaseline or CSEA agreed update further elevates the risk of downstream impacts on UAT readiness and 
stakeholder confidence. 

Industry Standards and Best Practices: PM BOK® v7 Performance Domain: Planning- requires integrated schedules 
that reflect realistic milestone targets and incorporate decision-making frameworks, ensuring that governance and 
planning activities are fully synchronized for project success. 

Analysis: The May 2025 project schedule continues to show a 54-day variance from the baseline, with no formal 
rebaseline in place to reflect ongoing challenges. This delay is primarily driven by unresolved critical system testing 
defects, persistent data extract discrepancies, and performance tuning issues in key batch jobs. The lack of a formal 
schedule rebaseline or update further elevates the risk of downstream impacts on UAT readiness and stakeholder 
confidence. This transition period provides a unique opportunity to align the project schedule with revised 
governance roles. Formalizing interim coverage and clarifying decision-making responsibilities can support final 
schedule rebaselining discussions and address stakeholder concerns about oversight and accountability. By 
integrating these updates into schedule alignment efforts, the project can reinforce collaboration and commitment to 
the Go-Live milestone. 

Recommendation: REOPENED (2023.10.002.Rl)- Improve the project schedule to address schedule concerns. 

• Develop a detailed plan with assigned resources to complete project tasks. 

• Provide the appropriate detail of tasks, durations, due dates, milestones, and key work products for various parties. 
CSEA assigned tasks should also be clearly reflected in the project schedule. 

• Obtain agreement on the baseline schedule and then hold parties accountable for tasks and deadlines. 

10 



Existing Observation with Reopened Recommendations (Prior Findings) 

IV&VASSESSMENT 
AREAS 

People 

Process 

Technology 

OBSERVATION#: 2023.10.002 R4 STATUS: N/A TYPE: PRELIMINARY SEVERITY: N/ A 

TITLE: Formalize CSEA Interim PM Coverage 

Observation: In May the CSEA Project Manager went on a temporary leave of absence. CSEA Project Leadership is 
providing interim coverage. The project at the end of May was experiencing a 54-day variance with zero float in the 
critical path. 

Related RAID Log Action Items have not been reassigned to interim coverage owners. 

Industry Standards and Best Practices: PM BOK® v7 Performance Domain: Stakeholder- emphasizes maintaining 
active engagement and accountability during governance transitions to ensure continued project alignment and 
stakeholder confidence. 

Analysis: Project Management Interim Coverage: The departure of the CSEA Project Manager in May has introduced 
an immediate need for documented interim project management coverage to maintain project governance 
continuity. While CSEA project leads have assumed responsibility in the short term, the lack of a formalized approach 
leaves potential gaps in accountability, risk tracking, and decision-making. Ensuring that interim coverage roles are 
clearly defined and integrated into overall project governance will reduce risks of miscommunication and schedule 
misalignment. The details of these governance alignments and assignments should be clearly communicated to 
stakeholders and reflected in project documentation. 

Recommendation: (2023.10.002.R4) 

• Have the interim PMs clearly define their roles and responsibilities in project management responsibilities and 
governance documentation. 

• Actively plan, share and execute project responsibilities. 

11 



TERMS 

RISK 
An event that has not 
happened yet. 

ISSUE 
An event that is already 
occurring or has already 
happened. 

ACCUITYf/) 

Appendix A: IV&V Criticality and Severity Ratings 

IV&V CRITICALITY AND SEVERITY RATINGS 

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation 
is required. Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area. Severity ratings are assigned to 
each risk or issue identified. 

Criticality Rating 

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V 
Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to 
implement remediation or risk mitigation strategies. Arrows indicate trends in the project assessment from the prior report and take into 
consideration areas of increasing risk and approaching timeline. Up arrows indicate adequate improvements or progress made. Down 
arrows indicate a decline, inadequate progress, or incomplete resolution of previously identified observations. No arrow indicates there 
was neither improving nor declining progress from the prior report. 

e0e 

• 

A RED, high criticality rating is assigned when significant 
severe deficiencies were observed, and immediate 
remediation or risk mitigation is required. 

A YELLOW, medium criticality rating is assigned when 
deficiencies were observed that merit attention. 
Remediation or risk mitigation should be performed in a 
timely manner. 

A GREEN, low criticality rating is assigned when the 
activity is on track and minimal deficiencies were 
observed. Some oversight may be needed to ensure the 
risk stays low and the activity remains on track . 

A GRAY rating is assigned when the category being 
assessed has incomplete information available for a 
conclusive observation and recommendation or is not 
applicable at the time of the IV&V review. 

Appendix 12 



TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

ACCUITYf/) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 
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Appendix B: 

STANDARD 

ADA 

ADKAR® 

BABOK®v3 

DAMA-OM BOK® v2 

PMBOK®v7 

SPM 

PROSCI ADKAR® 

SWEBOKv3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001 :2015 

ISO/IEC 25010:2011 

ISO/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Industry Standards and Best Practices 

DESCRIPTION 

Americans with Disabilities Act 

Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

Business Analyst Body of Knowledge 

DAMA lnternational's Guide to the Data Management Body of Knowledge 

Project Management Institute (PMI) Project Management Body of Knowledge 

PMI The Standard for Project Management 

Leading organization providing research, methodology, and tools on change management 

practices 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in 

Systems and Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization (ISO) Quality Management Systems - Requirements 

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems 
and Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality 

Models 

ISO/IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Project Management 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 1: 

Guidelines for Life Cycle Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 2: 

Guidelines for the Application of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 
IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 
ISO/I EC/IEEE International Standard for Software Engineering - Software Life Cycle Processes -

Maintenance 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/I EC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 1: 

Concepts and Definitions 

ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 2: Test 

Processes 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 3: Test 

Documentation 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 4: Test 

Techniques 
IEEE Standard for Learning Technology- Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology- Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1:2011 and Service Management Frameworks: ITIL ® 

Information Technology- Security Techniques - Code of Practice for Information Security Controls 
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STANDARD 

FIPS 199 

FIPS200 

NIST 800-53 Rev 5 

NIST Cybersecurity 
Framework v1 .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security 

Categorization of Federal Information and Information Systems 
FIPS Publication 200, Minimum Security Requirements for Federal Information and Information 

Systems 
National Institute of Standards and Technology (NIST) Security and Privacy Controls for Federal 

Information Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 
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AIIIIIMINT cmllWA110JII ·-· ~ ,_ 
Process 2024.12.003 Risk 

Process 2024.12.006 Risk 

l'IDUITln'STNIDMDIMOIIST 
1--A110JII -·- I.-•• ,,_ ---- 1l0NS STATUS 

Non-criticaltasksarebeingtrackedalongsidecriticalones,dilutingfocusand SPM{TheStandardforProject Trackingnon-crit icaltasks alongsidecritical onesisstraining resourcesanddelaying progressonessentialactivities like FinancialTestDeck(FTD) (2024.12.004.Rl)Focusoncriticalpathtasks,prioritizedefectresolutionin Open 

potentially straining resources. Financial Test De<:k (FTD) testing Is blocked Management) defines testing, which ls stalled by unresolved defe«s Impacting 92" of ca.ses. RefOC\lslng on critical path tasks and resolving kev derects, as empha$hed by FTD and Interface batch jobs, al'ld deprlorltlze non-crltlcal deliverables. 
byunresolveddefects,stallingprogresson92%ofpendlngca.ses. prioritization as essential for SPM,willpreventcascadingdelaysandenableprogresslnblockedtes~ngareas. 

malntalnlngproJectallgnment 

withstralegicobjl!Clives. 

Prlorl!lzlngcritlcaldelfverablesensurestha1delaysdonotpropagate 
!hroughtheprojectllmelfrieandunlotksprogress forblockedtestlng 

acllvhles. 

Moderate Moderate Testing metrics from weekly reports show varying levels of progress, with IEEE 1012-2016 recommends Inconsistent progress metrics, such as only 21% coverage In enforcement batch validation, indicate gaps In tracking and reportlnc thal hinder (2024.12.06.Rl) Establish Progress Monitoring and Reporting: Implement Open 

areas like enforcement batch validation at only 21%coverage. verification and validation effective 0\/0:!rslght. lmplementlng a real-time dashboard, as recommended by IEEE 1012-2016, will provide actionable Insights to prioritize a real-time dashboard to monitor l est execution rates, defect closure, and 
Therisklogshowslssue#47:Dataextractlon delays hlghllghtthe need for checkpolntsforeffectlve 

improvedprogresstraddngand reportlng. oversight. 
resourcesandaddressdelaysefficlently. coveragemetrlcs. Thlsprovldesacllonablelnslghtslor 1argetlng resourees 

aiw:lresolvlngdelaysmoreefflciently. 

Moderate Moderate some lower-priority testing, such as reporting subsvstem batch jobs, reflects PM BOK• v7 encou~es scope Delays in non-crit ical tasks, such as reporcingsubsystem b.ltch jobs with 0% progress, highlight the need to reallocate resources to crititil l testing (2024.12.07.Rl ) Request Extension for NOil-Criticai Deliverables: 

0%progress. andschedule ftexlbilityln acllvltles. Bydeprlorltlzlnglheseareasandrequestlngex1enslons,assupportedbyPMBOK•v1,theprojectcan focusonachlevlngtlmely 

adaptiveprojectel'lllironrnents. completionofhigh-prioritydeliverablessuchasKMSGoUve. 
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Deprlori!l1enon-crit lcal1estlngareasandrequestextenslonsfor thelr 
deliverytoreallocatefocustoeritie.altesting.Toensuretlmelycompletion 

ofh!gh-priority deliverables suchaskMSGoUve. 

STATUS·-·- 1---,,..fl 

2025/05/30:lnMay,non-criticaltasks continued tobe trackedanddocumented in weekly status reports,althouchno formalupdate 
was provided on !heir resolution. These tasks remain open and should be aligned wlth t he crltlcal pa!h to al/Old compounding 

downstream delays. 

2025/04/30: Process and task tracking Improved in April but key readiness Items (Batch Finalization, Pen Test, Compliance) are missing 
task details such as owoershlp or hal/0:! not been fully scheduled yet. A formal Project Change Request (PCR-3) was approved on April 

lO!h, ex!el'ld lng SIT lhrough April 30, 202S, and shifting the Go-Live date to October 26, 202S, wlth no cost Impact. The targeted Go-Uve 
da1e 1scurrently November11,202s,toallgnwtth aloogwe,;,kendloroperat1onaI considerat1ons.WlthlhechangeOC1;urrIngin mId­

April the team continues actively planning toward UATand scheduling alignments will cont inue lhrough May. IV&Vwill continue to 
monftortheschedul!ngactMtlesandSll'Onglysuggestsa locusedefforclntaskdeflnltlonsandallgnments l oavoldsdledule compressloo 

wlth lncreasedrlsklnexecutlonofUATandGo-live. 

2025/03/31: During Mardi, Protech assumed full responsibility for test execution and defect management, Including taking cwer 
admlnfstratlonoftheJlradefecttracklngsystem.ThlstransltlonsupportSimprovedtraceabilitybetwel!ntestca.seexecutlonandderett 
resolution. While !he SIT dashboard cont inues 10 show script-level execut ion (106 of 119 scripts passed), IV&V ls able confirm testing 

progresslhruaccessJngofJlrareports. DefectsarecalegorlzedastoCrttlcal,Major,Mlnor,andNormal. ProTechhaslheabllltytotrack 

and actively to work on cri!lcal and high priority deletts. lV&Vobserved !hat linkage between failed/pending tests and !heir 
(Ofrespol'ldingdefe«slsstlllbeJngvalldatedunder ODl'snewtriageprO(ess.CSEAandlV&Varemonitoringthlseffort,andfurther 

Improvements are expected as part of Protech's Jira backlog reconciliation. This Item should remain open pending full Integration and 
reportlngconsJstenc;yacrossSIT,batch,andUATtracklngsystems. 

2025/02/28: In February 202S, Prote<:h fully assumed testing responslbllltles following DataHouse's withdrawal, with AWS and JIRA 

admlnlstrat lon t ransl!lonlngonFebruary26.Batchjob validation improvedto38%, butresource shortagescontinuetoslowprogress in 
finaoclalandU l v;ilJdallon,lmpactlngcrl!lcalcompllancetasks.Testir,gdelaysanddataextractlon lssuesperslst,requlringadditlon;i l 
skllledresourcesandprlori!lzationofdefectresolu!lon10preven1furtherscheduleslippage.Thetest lng allocatlonand transilion planis 

currentlyurlderwaywlthProte<:h. 

2025/01/31: Thestalusupdate lorJanuaryregardlng Observatlon2024.12.003emphasJiesslgnlflcantprogresslnaddresslngprocess 
Inefficiencies, wllh a focus on optlmlzln,g workflows and refining procedural documentation. However, remaining gaps in execution and 

resourcealloeationnecessltate contlnuedOIIO:!rsight toensuresustalned lmprovementsandfullallgnmentWithpro/ectob/ectlves. 

2025/0S/30: The weekly sta1us reports and tesl stalus upda1es did not contain any evidence of final darlficatlon or resolution of the 
dlscrepandes ln derettretestcountsacrosssvstem testlng. Assuch,therelsno lndlcatlonlhatlhese lnconslstencleshavebeen fully 
addressed or resolved, meaning this observ.nlon must remain open for continued monitoring and action. 

2025/04/30: In April Protech (DOI) fully s1ood up and transitioned all testing activities and ownership of the AWS environment for the 
KROM project. While !he team Is now using a testing dashboard In Jira which Is tran~rent, the Deliverable 0-21 (System Test Results 
Report) lsat25%completlonand defecttraceabllityand tes!closurearenotfinallzed. 

2025/03/31: Throughout March, risk and Issue tracking improved through targeted updates In t he IV&V reports and touchpolnt 
confirmat ions; however, the RAIO log content was not consistently cited In weekly status reports. While IV&Vvalldated !he active status 
ofseveralkeyrisks {e.g.,Rlsk#89relatedtodatavalldationandRlskH112concernlngtesteicecutlon contlnuity), t hese rlskswere 

primarily referenced lhrough summary narratives, not as direct log Item linkages, The most re<:etit RAIO log submitted In March lists 
several active risks not fu lly lntqrated Imo status reports, suggesilng t his observ.nlon should remain open until cross-referencing 

practices between RAID logs and weekly reporclng are standardized. 

202S/02/28: While testing reports did show Improvement In February, IV&V WIii continue to monitor thedarltyoftheweeklytestlng 
reportsdtlnglhetransltlonoftestlngresponslbllft les10 Prote<:h. lnordertoplacemartr.1estreportlng progressandclarfty, the 

percentageof testlngper testlngstreamlsasof02/19/202S, 
- Flnandal Tesl Deck (FTD): 75%complete {18 scenarios passed, 6 active). 

- Systemlntegrat1onTest1ng(SIT)E)lf.!tUtlon: 82%comple1e(7801.11of9S 1estscrlpts execU1ed). 

- Batch JobTestln,g: 38% vallda!ed (Improving from previous months, but still below required levels). 
- Refined UI Testing: 90% eomplete !410 screens tested, 41 failed cases awaiting defect resolution). 

IV&Vwillcontlnuetomonitor 1estreportlngclaritylhrough the t ransl!lon 10Protechtes1lngovcrslght. 

202S/01/31:0ngolngchallengcs relatedto resourceconstralntsandfinallzlngvalldatlon eflorts requlrecontlnued monitorinatoensure 
fullimplementatlonal'ldlong-term stabi lity. 

2025/0S/30:May projectupdatesdidnotprovideexplicitevidenceofclosureforlower-priority testingtasks,suehas reportlng updates 

and document finalizatlon. These activities remain open and require focused attention to complete supporting documentation. 

202S/04/30:Thelncompletesiate{2S%)ofD-21(SystemTcs!lngReport)asofApril 30furthersupports keeplng0bser,atlon 
2024.12.006open.Thedelaysarenot isolatedtominor reports,theyaffect keytr.insitiondocumentationnecessaryfortestingand 

CU!ovcr. This document Is essential for dosing oUI system lestlng, ga1lng acceptance tesllng start, and meeting stakeholder validation 
requirements. 

202S/03/31: In March, the project team communicated al'ld aligned on a revised Go-live date of November 11, 202S, eirtending the 

overall t lmellne 10 accommodate continued valldatlon actMtles, Including batch outputs and reporting. While a formal exienslon request 
specifictonon-critie.altestitems was notdocumented,lheextendedscheduleandassocial edupdatesreflectadelactoapprovalfor 

additional testing t ime. This schedule shift has enabled continued work on lower-prlorityvalldatlons, effectively meeting !he 
recommel'ldatlon's intent. This item may be considered for closure, contingent upon confirmation that remaining report testing Is 

lncludcd lnlheupdatedeu1ovcrandUATplannlng.ClosurewlllalsobecontlngentuponProtechcompletlnglheactMtlesln1he 
transition SOW forCSEA 10 review and provide approval in order 10 formalize the schedule. 

2025/02/28:lnFebruary lhetestingleamshaveprioritizedSystemlntegratlonTestlllfl(SIT}andFinancialOeckTesting(FTDJeiteCU!ion, 
delaylng non-t!$$1:!ntlal batch Jobs to mitigate schedule risks. A forma l exienslon request ls In discussion 10 defer lower priority 
deliverables like reporting subsystem batch jobs, ensuring resource alignment with crit ical milestones. IV&V will continue to monitor the 

outcomeof thedlscuulons. 

202S/01/31: Continued progress in refining data management processes and enhandllfl coordination among kevstakeholders. 

However, persistentehallengesinensuringdataaccuracyandresolving inconsistencies requirefurthervalidatlonefforts and ongoillfl 
oversighttoachievefullresolution. 



AIIIIIMINT cmllWA110JII ·-· ~ ,_ 
Process 2024.12.007 Risk 

2023.10.002 Risk Moderate 

Risksrelatedtodependencies,resourceavailability,andstakeholder 
approvalsarenotexpllcltlymltlgatedlntheschedule.Weel(lyreportS 
highlightaninaeaslngtrendlndefects,wlth480defectsloggedasof 
DecemberlS,2024. 

Moderate Project maoagement responsibilities may imp;u:t efrectlve project 
eJ!e(l,ltiOn. 

l'IDUITln'ITNIDMDIMOIIST 
-·- 1----,,. - - -- 1l0NS 

ISO/IEC 16085:2021 highlights The increasing trend in logged defects (480 as of December 18, 2024) and unmitigated risks related to dependencies and resource availability (2024.12.08.Rl) Further enhance the risk mitigation plan targeting defect- Open 
risk managemerit as a a-ltleal emphasize crltlcal gaps ln risk managemerit. Enhancing the risk mitigation plan, as recommerided by ISD/IEC 16085:2021, will address re(l,lrring prol'IE! are.is such u financials and enforc:ement systems, proactlvely 
processfor lifecydeprojects. lssueslndefea-proneareaslikefinanclalsand lnterfaces, redlltingthe likelihoodoffurtherdelays. reduclngthellkellhoodofaddltionaldelayscausedbyrecurrlng lssues. 

STATUS"-·- 1---, ,..fl 

2025/05/30:Theweeklystatusandtestingreportscontinuetodocumentanupwardtrendintotalloggeddefects, reaching480asof 
lateMay. Thlsrelnforcesongolng rlsks10scheduleallgnmentandstakeholder confidencelfdefectclosureeffortsarenotprlorltlzed. 

2025/04/30: CompllanceandPerietratlonTestlngtasks,dependenciesandresourceavallabilityremalnun.isslgnedasofApr1I30. 

2025/03/31: In March, risk awareriess remained a eorefocus across IV&V and stakeholder reporting, With speclflcemphasfs on 
transltlonreadlness,batchdataquality,andcutoverplannlngrisks.ActiveriskswchasRlskHS9(dataextraction)andRlsk#ll2(testlng 
transition) were tracked through status reports and IV&V analysis, and the March RAIO log reflected five op,!n risks aligned with ongoing 
project concerns. However, RAID log Integration Into weekly reports was still partial, with risk IDs not consistently cited In narrative 
updates.As such, this observation should remain open, pending fu ll and conslstentmapplngofRAIOrlsksintoweel(lyreportlngartlfacts 
and stakeholder communications. 

2025/02/28: In February, risk mam1gement processes rem.iln active, with ongoing monitoring of resource allocation, batch job 
valid.itlon,andlnterfaceflleresolutlon. several rlsksremalnopen,lncludlngdataextractlondelays,derectresolutlonissues,and 
reso1.1rceconstralnts.Addillonalverlficatlonandsustalnedmonl10ringareneeded10enwreriskmltigationstrateg:iesarefully 
Implemented before closure. 

2025/01/31: Risk mitigation efforts, indudlog strerigtheried collaboration between teams to address system integration ch.illeoges aod 
resolve key technlcal Issues Improved In January. However, some dependencies remain unresolved, necessitating additional testing and 
valid.itlontofullymltlg.itepotential rlsksbefore fmplementatlon. 

PM BOK• v7 emphasizes CSEA's ICEIKI system curreotly relies on a legacycyberfusion system ruoolng on the State's maloframe for system ftle aod data eia::llaoges with REOPENED: 202."U0.002.Rl- Improve the project schedule to address Reopel'IE!d 2025/05/30: The e~lt of the CSEA Project Manager which is now being cover~ by the CSEA project leads furthers the need to upd.ite OrJalnal Close: 
resource optimization as part multiple State of Hawai i agencies. The t iming of multiple agencies moving off the mainframe at different times will result In the need 10 modify 
of the ' Resource Maoagement" KEIICI system Interfaces after the system has been deployed. Until other State modemllatlon projects are completed, tile ICEIIQ project caooot 

sclw!duleconcerns. govenance and decision frameworks to document and formalize the roles of Interim CSEA project leads covering the CSEA's Project 2024/05/31 
• Develop a detailed pl.io With assigl'IE!d resources to complete project Management responslbfltles. This will ensure accountability, maintain stakeholer alignment and reduce the risk of gaps In project Reopened: 

OrJalnalCIOSIJreNote:Closedasthe 
projectmanagersareworklngmore 
collaboratlvelytosllareaode~ecute 

The review of prior findings confirms tllatsevera l closed Issues correlate domain. Aligning resource perform server-based data eia::hangesand will need to continue to interface via the m.ilnframe. oversight and consistency. Th is would be an opponune time 10 access the root causes driving schedule delays and wort with Protech to 2023.10.002.R2 project responsibilities. 
withongolngchallenges indatavalldatlon, resourcemanagement,interface capacitywithdemand ensures 
dependencies, and testing progress. To ensure project sllCCess and minimize timely task completion. 
cutoverrlsks, reopeningthesefindlngsandlmplementingcorrectlveactlons 

PerformanceDofflilin: 
Staklholcte1 - emphaslzes 

•Provldetheapproprlate detailoftasks,duratlons,duedates, mllestones, 
In addit ion, as the KEIKI project Involves Integrating a modernized child suppon system with existing legacy systems, there may be other and key work products for various panles. CSEAasslgned tasks should also 
technologlca landarc:hltectura l gapsthatarlse. Thesegapscanil'ICllldedlfferer,eesintechnologystacks. such asprogrammlnalanauages,database beciearlyreflected lntlw!projectsclw!dule. 
systems, and operating environments, as well as the absence of modem application programmina Interfaces (APls) In the legacy systems. Based on • Obtain agreement on the baselfne schedule and then hold panles 
the timing of concurrent State of Hawaii modemization projects and upgrades, the el'ld-to-end testirli of tile ICEIIQ system may necessitate the aCCOl.lntable for tasks and deadlines. 

Dependencies wch as task 593 for "KMS: Acceptance Test Scrlpt5 maintaining active engagement undertaking of supplementary tasks, allocation of additional resources, and coordination efforts. 
Developmerit Complete' remain unfulfilled. Weekly reports identify and accountability during 
unresolveddataftledependenclesandincorrectflleformats(e.g.,GDG governance transitions to 
issueslnbatchjobs),furtherdelaylngprogress. ensure continued project 

allgnmentandstakeholder 
Uneartask sequenclngcontrlbutestodelayswhere taskscouldfeaslblyrun cooflderice. 
lnparallel(e.g.,compllanceanddatabasemigration).Flnanclalshave0% 
valldationc~e inthe refin~Ul, highllghtinatllebacklog. P•rformaneeDoffliliri: 

REOPENED-May2025 
Schftlul• V.-iarie1: This delay Is primarily driven by unresolved crltlcal system testing defects, persistent data ext~ discrepancies, and 

REOPENED: 2023.10.002.R2-0etermlrietheroot causesofdelaysand 
developplanstoaddressthem. 
•Performarootcauseanalyslslncludlngdeflnlngthe problem, 
bralnstormlngposslblecauses,anddeveloplngaplan10addressthe root 
causeoftheproblemsuchasresource constralnts,dependencles, and 
undeflnedtasks.Assesspotentlalopportunltlesforparallellzlng 
workstreamsaMlefforts. 

Plannln&- requlres Integrated performance tun ing Issues In key batch Jobs. The lack of a formal schedule rebasellne or update further elevates the rtsk of dOW11stream Impacts on • Based on tlw! experience of the last two months, create a realistic 
sehedulesthatrellectreallstlc UAT readlnessandstakeholderconfldence. schedulebasedontlw!tlme aodresourcesneededtoperformtasks. 

REOPENEO - May2025 mllestonetargetsand 
TheMay202Sprojectschedulecontinuestoshowa54-dayvarlance from incorporatedeclsiol'HTlaking CLOSED: 2023.10.002.R3 - Assessthe need foraddltlonaIProtech 
thebasellne,wlthnoformalrebasellnelnplaceto reflectongolng 
challenges. Thlsdelaylsprlmarllydrivenbyunresolvederltlea l system 

frameworks, enwrlng that resources for project management support. 

governance and plaonlng Pro/«c Manaa-nt Interim ~r-.•: The departure of the CSEA Project Manager in May has Introduced an immediate need for documented 
testing defects, persistent data extract discrepancies, and performance activities are fully synchronized Interim project management coverage 10 maintain project governance continuity. While CSEA project leads have assumed responslbl lfty in the REOPENED: 2023.10.002.R4- Have the CSEA and Protech Project 
tuning ISSIJes in key batch Jobs. The lack of a formal schedule rebasellneor for project wcces.s. short term, the lack of a formallled approach leaves poteritial gaps In acCO\lntabillty, risk tracking, and decision-making. Ensurina that Interim Maoagers adopt a more Joint oollaboratlve approach. 
update further elevates the risk of downstream Impacts on UAT readiness 
aodstakeltolderconfldence. ISO/IEC1608S:2021 

coveragerolesareclearlydefinedandlnteg:ra1edln10overall projectgovernancewlll reducerlslr.sofmlscommunleatlonandschedule 
mlsallgoment. The details of these governance alignments and assignments should be dearly commuolcat~ to stakeholders and reflected In 

recommends proactive risk project documentation. 
management to Identify areas 

TheCSEAProjectManagerhasexltedtheprojectwlthCSEAProject wherecon(l,lrrenttask 
Leadership providing interim coverage. TheprojectattheendofMaywas e,ce(l,ltionmltlgatesschedule 
experleocloga54dayvarlancewith zerofloatlo tllea-ltlca l path. risks. 
Related RAIO Log Action Items have not been reassigned to interim coverage 
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• Htve the Interim PMs durty define their roles end fflflonslblHt les In 
pro}KC manag-nl ruponslbllhlts. 
•Actlvelyplan,shareandexecute projectresponslbllft les. 

alignanagreedschedule ln ordertoellmlnatelurthercascadlngdelays lntheprojectgollvedate,whlehlsexperlenclng a 54day 2024/12/24 
variance from the baseline schedule as of May 30, 2025. Project governance documents, (e.g. RAID Log) should be reviewed and 
assigned to appropriate action owners. Communications should be drafted to all project stakeholders In order to align tllem to tile 
approprlate lnterlmprojectmanagerwlthareaofoverslght responslbillty. 

2025/04/30:Therootcausesdrlvlngscheduledelays,wchas lackofresourceclarity,overtapplngdependencles,andunscheduled 
suppon tasks, remain visible In April. While the project team responded to delays with schedule updates (PCR-3) and completed SIT 
lteratlon2,the condltlonsthatled10earl lerdelayshavenotbeensystematlcallymltlga1ed. Thecontlnuedshlftlngoftheestlma1edGo­
UvedatebeyondPCR·3'sapprovedtlmellne furthersupportstheobservationthat a durableresolutlonhas notvetbeenreallled.lV&V 
alsonotesthatthecrltlcalpathlrom0ellverableD-2lapproval toAcceptance Testlngstan remalnsunderpressure,wlthzerofloat, 
lncreaslna tlw! likelihood of cascad ing delays If unresolved tasks are not completed promptly. lV&V recommends that tile project team 
consldercondlJClln,garootcauseanalyslsandrevlewlngownersh lpasslgnmentsfora-ltlcal path readlnesstaslr.s,lncludlngbatch 
finalization, training, aod security preparation, In align merit with PM BOK• v7 guidance on Risk and Resource Management. to reduce 
the llkel lhoodoffurthersclw!dule compresslon. 

2025/03/31:AsofMarch,projectreportlnghasimprovedlngranularlty,wlthweeklystatus reportsconslstentlyldentlfylnaactlverlslr.s 
and test11111-related blockers, and IV&V trackll'lfl Individual RAID los Items (e.g., Risks #89 ;ind #112). However, formal dJstloctlon 
between risks, lsslJes, and decisions remains Inconsistent across communications, parti(l,llarly In slatus reports, where these Items are 
ofteo combll'IE!d Into narrative summaries without clear labeling. While the March RAIO log itself Includes strllelured eritrles for each 
category,thlsobservatlonshouldremalnopenuntll conslstent,category-speclflctagglnglslncorporatedlntoall reportlngstreams. ln 
order for CSEA to formally approve the new project schedule, Protech must complete the activities In the transition SOW. Protech needs 
toschedulea flrmdelfverydatethat lsacceptabletoCSEAwllhurgency,slncetheschedulecannotbeformallyallgnedlnltsabsence. 

2025/02/28:Efforts10parallellzeworbtreams{2023.10.002.R2-2)arebelngevaluated,butcoordlnatlonbetweenProtech andCSEA 
whileullderwaylsfadnalargerprlorltlesfortestlngtransltlon. While prosresshasbeenmadeinidentffylngrootcausesandadjustlng 
schedulfn,g strategies, this recommendation Is requ iring a more structured approach to align testing priorftles which may end up being 
addressed lnthetestlngtransltlonplan. IV&Vwlll contlnue to monltorthatprogress. 

2024/01/31: Desplteseveralmeetlngs,therelsstlll aneedforagreatersharedundersr.mdlogofscheduleconcernsbetweeo Protech 
andCSEA. This riskwill continuetobeevaluatedwiththerecent additionofProtech resoureestoimprovethetimelinessofproject 
execlltlon, a recommendation was added that project maoagers can adopt a more joint, collaborative approach toshareaod dearly 
delineate project management responsibilities. 

2024/12/31: Acculty1ncreasedtheseverltyratinglromlevel3(Low)tolevel 2\Moderate). Morerlgoroofourldatlonalproject 
manasementpracticesis neededtopreventfurtherdelaysandincreasethequalltyofprojectexecution. Theapprovedprojectsehedule 
stllllacksdeta lledtaskstoadequatelyplaoprojectresourcesandmonltorprojectperformance. Allhoughtheprojectschedulehassome 
perrentasecompletion,theproeesstomonitorandcalculatemetr iesisundear. 

2024/11/30: This was originally reported in the October 2023 IV&V Monthly Repon as a prelimlnary concem bllt was upgraded to and 
rewritten as a risk this month with recommendations. The project is sti ll challenged with insufficiently updating deliverables and 
contlolleddelays lntheproposedprojectschedule. 

2024/05/31: The risk was closed as project management activities are being executed more timely and effectively. 

2024/04/30: TheCSEAProjectManagerstillneedstoindependentlyvalidatethevarianceanda-iticalpath. Formonthlysteering 
committee aOO project status meetings, It would be beoeflcial for CSEA 10 take a more active role in communicating their perspective on 
project progress to stakeholders. 

2024/03/31: Closed two recommendations as a new, separate observation with recommendations related to schedule and resource 
management was opened. Refer to observation 2023.03.002. Project manager$ should prlorltlzework/1111 closely together to assess 
upcoming activities, the impact of project delays, and determine if any changes are needed 10 the overall project timeline. 

2024/02/29: Theprojectscheduledoesnot includeall projecttasksandisbeingupdatedl0indudemoregranular-levelproject 
activit ies 01'11:! recommendation was closed as Protech added additional project m.inagement resources. 

Reopened: 
2023,10.002,Rl W!d 
2023.10.002.M 
2025/05/30 
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Technology 2024.06.001 Risk Moderate Moderate Thereisariskfordelays inthedataeirtractionprocess,whichiscriticalfor IEEE 1012-2016 

thecuto\leractivltles,due1orellanceonsharedmalnframeresourtes, 

inefficienciesinda1a exiractionprograms,andlongdownload/uploadtlmes. 
This eould impat;t the project by Increasing eosts, compromising the quality 

oftheoverall sol111ion,andcauslng operatlonaldowntlmeof 4toSdays 
durlngthecutoverweeltend,thereby extendlngtheprojecttlmellne. 

The data extraction process is critica l for the cutover activities and current projections show potential for significant delays. This issue results from 2024.og.ool.Rl -Verification of Data Extraction and Conversion Processes Open 

reliance on shared mainframe resources, Inefficiencies In data extraction programs, and long download/upload times. Each t ime l'IE!Wdata fs • Stand;ird(s); IEEE 1012-2016 Emphasis: Verification ensures that the 
needed for testing, t he entlre database mUSI be ex1rae1ed, which is time-consuming. CSEA is evaluating a SQl replication strategy to replace the sys1em Is built correcily according to 11s speclflcatlons. 

currenl process and has assigned two dedicated resources to Identify and test this approach. Dally meetings Wilh DOI and CSEA h.ive been o Recommendation: Implement a thorough verification process for all 
establishedtocollaborateonlhlslssue.The 1arge1forvalida1ingthis approachisJuly 3lst. dataextracllonandconverslonmethods,particularly theAsciitoBCP 

scrlptconverslons.Establ!shchec.kpolntswherethefilecountsand 
The statlcdaia collected from the daia extraCI process projl!CIS a worst<ase scenario of 12 to 36 days to fully eJCIJ"aCI AOABASdaia tothe374 flat conversion accuracy are verified before moving 10 subsequent phases of 

files,lncludlng downloadln, anduploadlngthefi les.Thls arisesdue10: l )CSEAusesasharedmalnfr.lme,2) 1nefflcienclesofd.itaeK1ract1on theproJeatoavoldpote!lllalJssueslnl.iterstages. 

programs, 3) download/upload times. The data extraCI process is central to t he cutover acilvllles completing over Fri/Sat/Sun. Hnot Improved, 2024.08.001.Rl-Validat ion of Exiracted Data Consistency 
CSEA may lace 4/S days operational downtime for cutover - kend. • Stand;ird(s); IEEE 1012-2016 Emphasis: Validation ensures that the 
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sys1emmeetslls ln1endeduseandsatlsflesuserneeds. 

oRecommend.itlon: Conductend-to-endvalidat lon oftheeK!racteddata, 

ensuring tha1theSQl-to-SQlcomparisonsareconsistentandma1chacross 
sY5'ems(ProtechandCSEA).GJven thenoteddlsc.repancles,a va lldat1on 

Slepshouldbelntroducedaftereachmajorextracllonandconverslontask 
(e.g., Taskl8).Thlswtllconfirmthattheextractedda1amatd1esthe 

expee1edouip111and lsusablefor furtherprocesslng. 
2024.08.001.R3-RlskManagementforBlnaryandAs<:HAleHandllng 

•Standard(s): IEEE1012-2016Emphasls:Riskmanagement is lntegrated 

Into the IV&V process to identify pOlentl.il risks and Jmplemenl mitigation 

stral egles. 
oRecommend.it lon: Assess the rlsksassoclaledwtththeconverslonand 

handlfngofblnaryandAscil fi les. Olscrepancleslnblnaryr11e coun1Sand 
theuseofconverters for 27filesweredlscussed. lt lsrecommendedto 

perforrnrlskanalyslson theseconverslons,ensurlnglhatanypotent lal 
d;ita(Ofruplfonorlossdurlngconverslonlsident lfledandmltlgated. 

Conslderlmplement lng addilfonaltest lngandvalidatlonforthesespeciflc 

files. 
2024.08.001.R4 - Resource Management and Space Availablllty 

• IEEE 1012-2016 Emphasis: Resource managernent ls crucial for the 

successfuleicecutfonof pro]ee1ae1Mtles. 
0Recornmendatfon:Theobservat1onregardingpo1entlalspacerisks 

should be1akenserlously.Condue1 aresourceassessment1oensure tha1 
therelssuffidentstorageandcomputJngresourcestohandlethe 

extracilon,converslon,andprocesslng oldata. Thls shouldbedonebefore 
theextractlonprocessbeglns, wlthcontJngencyplans lnplacelncaseof 

resource shortages. 

ITATUS"-·-

2025/0S/30: The May weekly status and testing status updates confirmed that data eirtraction processes and performance discrepancies 
conllnueto del;iy sV5'em read!l'IE!SS for UAT testing. Additional testing cycles and data mapping vallda1lon efforts are underway to 

address theseextractlssues. lV&Vwillcontlnuetomonltorprogresstoward 1heJuly1arget. 

2025/04/30: In April CSEA and Protech (DOI) con1inue daily coordination post transition (Data House depanureand transttlonal SOW 
actMty completJon). SQL replicatJon l estlng Is active but nOI ~ fully validated as stable (RAID log Risk #89). Over 30 data outputs from 

thefeb l8th batcharestillln thevalidat lonprocessandtheprocess lsstill relian1onworkaroundsandcont lngencyplannlngaheadof 
t he July 31 v.ilfdatJon larget. Observation 2024.06.001 should remain open. While progress ac.ross all four recommendation areas Is 

evident, final va lfdatlon has not been achieved, and exiraci-related risks remain active. Continued IV&V monitoring Is necessary through 
JulytoassesstheeffectfvenessofSQLreplfcat lonand full eK!ractvalidat lonbeforethesvstemcutover. 

2025/03/31: In March, lhe proJea team made notable progress toward addressing d;ita eK!ract quality Issues, Including the launch of 

strue1uredhalf-dayCSEAagencyvalidatlonsesslons,and thelnlt lat lonofadeliverabletoldentlfy non-printablecharae1ersinhybrid 08 
fields. Although SQL replicallon fa ilures and data formatting mismatches remain contrlbutor5 to delayed b;itch output va lidallon, Risk 
#89co!lllnuestotracklheselssuesasopen.Withkeyacllvitlesunderwaybutflna lvalldatlonst illpendingforover30outputs fromthe 

FebruarylBb.ilchcyde,thlsobservatlonshould remalnopen,wlthclosureconslderedonceextr.M:tstabilityandvalidatlonresultsare 

fully confirmed. We acknowledge !hat targetlng t he new Go-Live date of 11/11/202S to utlllzea long weekend for tutover will reduce 
risk. 

2025/02/28: Whlleprogresshasbeenmade ln reflnlngextractlonstrateglesandimplementlngvalld.itlonche,;kpoints,full va lidatlon and 

risk milfgat lon have not been achieved, and cutover risks remain aciive. Continued IV&V monitoring Is required to ensure SQl 
replfcatlon testlnglsvalid.itedandoperatJonalbeforecutoverplannlng.SQ.L repllcatlontestlngcontlnues(2024.08.001.Rl),wtthCSEA 

andDOl hofdingdallycoordinatlonmeetlngs,b111valldatlonoftheapproachhasnot~beencompleted. Theseacllvilieswill need10 
resumewtth Protechlaklngover DOl 'sresponslbillt les.Verificat lonandvalldatlonstepshave lmproved (2024.08.001.R2), but 

discrepancleslnextrattedda1aperslst,requlringaddit lona l converslonaccuracychecksandspacemanagementadjustmen1S 
(2024.08.001.R4). Risk management for binary and ASCII file handling. 

(2024.08.001.R3) 1songolns,Wilhproacttveerrortratklngredudngpotentlalcorruptlonrlsks, butvalid.itlonremalnslncomplele. 

2025/01/31: Thelateststatusupdate forJanuarv lndieatescontinuedcollaboratlonbetweenCSEAandDOlto reflne the SQLrepllcatlon 
stratqy,wtthdedlca1edresourcesacllvely 1estlng extrae1lon lmprovements1omlttga1erisksassoclatedWilhprolongeddatatransfer 

t imes. In alJgnment with IEEE 1012-2016, verification che,;kpoints have been partially Implemented (2024.08.001.Rl), validat ion steps 
forextratteddataconslsiency areprogresslng(2024.08.001.R2),and addltlonalrfskassessrnentsforblnaryandASCllfllehandllng are 

ongoing to prevent data corruption !2024.08.001.R3), while space ava ilability concerns remain u!Kler review with contJngency planning 
lnprogress{2024.08.001.R4) . 

2024/12/24:(2024.08.001.Rt) -Verlflcatlono!Oa1aEX1rae1lonandConverslonProcesses: Verlflcatlonprocesseshaveprogressed,wfth 
partlallmplementatfonofchec.kpolntsforASClltoBCPscrlpt converslons.Alecountsandconverslonaccuracyvalidatlonsareongolns, 

resoMnc discrepancies lteratlvely to reduce downstream errors. Addit iona l a111oma1ed checks are required to fully strengthen the 
verlflcatJonprocess. 
(2024.08.001.R2) -ValldatlonofEXlrae1edDataConslstency: 

SQL-to-SQlcomparlsonsbetween Protech andCSEAsystemshaveadvanced,wtthvalldatloncheckpointsintroducedafter major 
extraction !asks. Improvements In data alignment are evident, bUI in1erface data discrepancies remain, requiring further va lidation for 

end-to-endconslSlencyacrosssvstems.Batchvalldatlonuslngseptember30 productlondatademonstratedreduced lnconsistencies. 
(2024.0B.001.R3)-RlskManagementforBlnaryand ASCIIFlle Handlfng; 

Rlskassessmentsforb!MryandASCllflleconverslonshave identffledctltlcalareasrequlringadditlonaltestlngtomltlg.it e risksofd.ita 
(Ofruptlon.Packedblnaryanddate/1lmefleldlssueshavebeenresolved,butvallda1lon offlle lmegrltydurlngconverslonphasesisstlll 

crud.il.Proactlveerrortracklnghasmlnlmized pOlentlalis.suesdurlng testlng phases. 
(2024.08.001.R4)-ResourceManagementandSpaceAvallability: 

Resource assessments and adjustments to mainframe utilization have Improved testing efficiency by addressing storage and 
cornputatfonalllmltat lons. Contlngencyplanslorstorageshortageshavebeenes1abllshed,ensuringsmoothertestlngandb.itch 

processlngcycles. Cont lnuedfocusonresourceprlorltlzatlonlsneeded toavolddelayslnhlgh-demandtestlngperiods. 

IV&V will co!lllnue to monitor these recommendations and va lidate progress until full resolution is achieved. 

2024/11/27-!2024.08.001.Rl J-VerificatlonofDataEXlr.iction.ind ConversionProcesses 
Veriflcatlonprocesseshavebeenstrengthened,partkularfylorASClltoBCPscriptconverslons.Fllecountsandconvcrslonaccuracyare 
now validated during batch v.ilidation ;ind regression testin, phases, with checkpoints implemented to ensure accuracy before 

advandngtosubsequemphases. Discrepanclesllfield allgnment andconverslonaccuracyare belng resolvedlteratively, reduclng 
downstre.imerrors. 

(2024.08.00l.R2) -ValidationofExtracted~aConsistency 

End-to-end va lfdatlon has been Introduced, lndudlng SQ.L-to-SQ.Ldaia comparisons between Protcch and CSEA systems. Valldailon 
checkpointsaftermajorextractiontasksensureconsistencyineKlracteddataoutputs. 

Major Improvements 1n dim alignment and reduced Inconsistencies, as seen In b.i1ch validation using September 30 producilon data. 
(2024.08.001.R3) -Risk ManagemetitforBin.i ry andASCIIFileHandlirt£ 
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AdetailedriskassessmenthasbeenperformedforbinaryandASCllfileconversions,particularlyfor27criticalfilesidentfiedinearlier 
phases.AddltlOllilllestlnglsunderw.iytomltlgaie rlsksofdabcorruptlondurlngconverslon. Proar:tlveemlftracklngandresolutlonare 

redudngpotentlal lssues,wllhmeasures lnplacetovallda1efilecountsandlntegritydurlngeachphaseoftes1ing. 

(2024.0B.001.R4)-ResourceManiliementandSpaceAvallablllty 
Reso1.m::e assessments were conducied 10 ensure adequaie storage and computallonal capacity for extrae1Ion and conversion tasks. 
Contlngencyplanshavebeenestablishedtoaddresspotenllalstorageshomgesorcompullngdelays.Resourceprioritizationand 

adj11Stments 10 mainframe unlllizallon have minimized space r isks and improved prO(essing efflde.-u;y for ongoing tesllng and validation. 

IV&V will continue to monitor the above recommendallons unlll there Is consistent evidence of resolution. 

2024/10/31 - 2024.0B.001.Rl(VertflcatlonofDataExlracllonandConverslon):Open- lnProcress: Veriflcalionsiepsareunderw.iywith 
some checkpoints Implemented. Crltlul Issues, like date/time discrepancies, have been resolved. Ched(poinls to verify flle counlS and 

conversion accuracy have been partially lmplemenled, although more robust, automated checks are sti ll needed. 

2024.08.001.R2(ValidationofExtractedDataConsistency): Open-Partla llylmplemented:SQlreplicallonandextrat1lonvalidatlons 

haveprocressed,Wlthcrltlcal lssuessuchasdate/tlmeandpackedfleldsnowresolved.TheOctoberreportslndlcate lhatongolog 

discrepancies In Interface data and batth 0111p111S st ill require validation to confirm end-io--end conslsiency across sysiems. 

2024.08.001.Rl (Risk Maniliement for Binary and Ascli Ale Handling): Open - In Progress: Some risk assessmenis have been completed, 
but speclficevllluatlons for the binary and Ascll liles are still needed. The packed field and date/time data Issues were resolved, reducing 

some risk assoclaied with binary data. Additional validalion and iestlng for converted files remain crucial to ensure data accuracy in 
other key areas. 

2024.08.001.R4 (Resource Management and SpaceAvailablllty): Open - Ongoing Evaluallon: Resource constraints, particularly relaled to 

malnframeandstoragecapaclty,arestill anareaoffocus. TheOcioberupdateshighlightedthatbatchandlnterfacetestlngare 
sometimes delayed due to dependency on shared mainframe resources and long runtlmes for large batch Jobs. Develop contingency 
plans 10 manage high-demand periods and allevta1e mainframe dependency for smoother testing cydes. 

2024/9/30:Therelsadelaylntheresolutlonofthe produe1Iontestdatadellverymethod,as noted inthe weeldystatusreport. The 
da1etlmelssueWlththerepl lca1edSQ,Ldata ls akeyblO(ker,wllhtheCSEAworklng1oresolve1hls1hroughNaturalprograms. Thishas 

tllepoteotlaltodelaycrltlcal testlngpMses,asltlmpedestheabillty lotestwllhaccura1eproductlondata. Thedate/llme lssue 
conllnuestobeablocker. Nullsandpackedblnaryneldshavebeenresolved. TheUlreflnementprocesshasprogressed,wlth84'6ofthe 

tasks completed. However, linalJzallon and valldallon are stl ll pending, and the scheduling of the walkthrough olthe UI Refinement Plan 
Is underway. The Ffnanclal Test Deck {FTD) execution Is still only 3S% complete, and scenario exec111lon Is 17% complete, while not 

dlret1lyonthecrltlcal path,delays lntheFTDcouldbecomeafuturerlsklfunresolved lssuesperslst.Ba1Chtesllnglsprogresslng,wlth 
31%ofbatchtestexecutloncomplete. 

2024.08.001.Rl(VerlflcatlonofDataExtracilonand Conversion):Open - ProgressmadebutverfflcatlonofAscll toBCPscrlptsand 

che,ckpolntsnotfully implemented. 

2024.08.001.R2(ValldatlonofExlractedDataConslstencv): Open-Partlalprogress,butfull end-to-endvalJdatlonol~aCleddatals 
stillpendlng. 

2024.08.001.Rl (Risk Management for Binary and Ascli Ale Handling): Open - No mention of specific r isk assessments for binary and 

AsdlfllehandHng;furttieraMlyslsr-.eeded. 

2024.08.001.R4 (Resource Management and Space Availability): Open - Ongoing evaluallon of SQL replJcatlon strategy; resource 

concernsstlllactlve. 

2024/8/30: The key decision to determine and nnallze the method of lest data delivery is now anticipated for September and the 
outcome is n,ow based upon the solution for the date/time issue and the packed binary fields. CSEA and Protech have worked diligently 

tocleartheotherlssueofnulls. 

2024/7/31: CSEA ls stlll lnvestlga1lng and testing the SQL 10 SQLsolutlon, however, the testing results are still not meeting CSEA's 
e~pectatlons. CSEA's decisionisduedurlngthefirstweekofAugust . BeeauseofCSEA'sconcernthatthisissueisstillunresolved, the 

potentlal lmpaciontheschedule,theseverltyhasbeenralsedtohlgh. 
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aOSEO: 2024.07.001.Rl - It was recommended that CSEA meet with the Open 
oew Chief D;ita Dfflc:er. And also to meet with lhe EFS team to Identify any 

The timing of other State of Hawaii modernization projects impacts the CSEA's KEIKI system currently relies on a legacy cyberfusion system running on the State's mainframe for system file and data exchanges with 

ability to properly design KEIKI system interfat:f:'s and will nE'Cf:'SSltatethe multiple Sbte of Hawaii agen,les. The timing of multiple agencies moving off the mainframe at different times will result In t he need to modify 

need for inIerface modifications after Its deployment, which can lead to 
addltionalcosts,delays,anddlsruptiontothesystem. 

KEIKI system lnterfa«'s after lhe system has been deployed. Until other Stal e modernization projects are completed, t he KEIKl project cannot p(l{entlal Impacts 10 CSEA and align with IT policies. 

performserver-baseddataexchaogesaodwlll oeedto(Ofltiouetoioterfaeelliathemaloframe. 

In addition, as t he KEIKl project Involves Integrating a modernized ehild support system With exlstlog legacy systems, there may be other 

aOSEO: 2024.03.001.Rl - CSEA should coordinate regular meetings with 

lmp;ictedSmeofH;iwanagencles. 

technologlcalandarchltecturalgapslhatarise.Thesegapscao indudedifferences iotechnologystacks,such asprogrammfnglanguages,database •Roles,responslbilltfes,expectationsand fnterfacerequlrementsshould 
systems, and operating environments, as well as the absence of modem appllcatlon programmilli loterfaces (Al'ls) In lhe legacy systems. B;ised on be clearlydefloed Ioeosure Information and project stalus ls proa«lvely 

lhe timing of concurrenl State of Hawaii modernization projects and upgrades, the end-to-end testing of the KEIKl system may necessitate the communlcaIed for t he various modernization efforts. 
undertaklngofsupplementarytasks,allocationofaddltionalresources,aodeoordloatlonefforts. 
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2024.03.001.R2- Theprojects shouldpropertyplanforinterfacessothat 

lheyareflex!bleenoughtoaccommodateluture,hangesandare 

compatible with other agencies. 
• Clearlyldentlfyalllhelnterfaceslhatlhesystemwilllntenictwlthand 
how they will communicate. 

•DeveloplnterfacesanddaU1structurethaIarefle•lbleenough to 

accommodaIe changes 10 lhe Interfaces. 
• DeUllledtestJngwlllberequlred asthevarlousdepartmentsupgnide 

lhelr svstems10ensurecompatibllfty. 

STATUS·-·- 1---,,..-.. 

2025/05/30: In May, interface depeodency updales focused on the CSEA proposed changes to the BOH interfa«' file format, whieh have 
v« to be formalized and Jntegnited Into the sc:hedule. lnterfa,e testing actMtles continued to address performaoce aod data valldatlon 

concerns,JncludingFTPJnterface updatesandmockf1le exchangeswithexternal partners.ProtechandCSEAshouldestablishaformal 
changecontrolprocess forlnIerfaceupdates, ensuring thaIanynewlnterfa,efl le formaIs0fdependeociesarelncorporatedintothe 

projectbasellneandverifled through l est lng. 

2025/04/30:lnterfat:f:'structureshavebeendefinedaoddesignedfor flexibility, but ioterfa«'testingandretestconflrmatlonremain 
Incomplete. Dependencies oo other agencies' modernization timellnes continue 10 Impact readloess, and discrepancies between legacy 
and replatformedoutputsarest illunderresolut lon.Observatlon 2024.03.001 shouldremalnopen totrack contlnued validatlonand 

cooflrmat lon of Interface compatibility with both modern and legacy systems. While the inlerface inventory and flexlblllty plannlog are 

complete, testing delays and agency modernization dependencies are still Impacting readiness aod traceability. 

2025/03/31: lnMarch,Protechbeganvalidatingthe228opendefectswlthlnJlra,lncludlngover100unconfirmed fssues,andtook 
ownership ofeosurlng traceability between defect resolut ion and retesting outcomes. While SIT retesting Is well underway for most UI 
and batth-relaIeddefects,lnIerfa«'testlngcontinues10experlen«'delays,partlcularlydue10difflcult lescapturing Iestfilesprl0fto 

downstream system consumption. These challenges have limited retest ing confirmation IOf inlerfaee-felated defects. TherefOfe, t his 

observationremafnsopen,withresolut lon contlngenton lmprovingtesttraceabilityandconfirmingretestdocumentationacrossall 
fuoctloo;;ilare;is, lndudlnglnterf;;ices. 

2025/02/28: Testing has Identified compatibility ,hallenges (1024.03.001.R2·2I, p;irtlcularlywlth external agency system upgnides, 
requlrlngenhancedflexibll1tyfnfnterfac:econfigunitions.Whileprogresshasbeenmade lnlnterface plaonlng andvalidatlon,ongoing 

compatibility challenges and pending refinements necessltal e continued monitoring and testing before th is recommendation can be 

d ...... 

2025/01/31:While progresshasbeenmadelndevelopingllexiblelnterfacestructuresandplanningforfuturemodificatlons,end-to-end 
testrna remains ongoing, and coord inat ion with other departments Is still required, meaolng recon,mendatlon 2024.03.001.R2 cannot 
ye1 be dosed until full compat ibility and adaptability are validated. 

2024/12/24 - (2024.03.001.R2) In December 2024, progress was made In Identifying system Interfaces and !heir communication 
methods, With updates shared during weekly Interface workshops. Efforts 10 ensure flexibility In data structures and Interface 

conflgunitlonscontlnued,lncludfngad/ustmentslorcompaIlbility wlthmodernlzaIloneffortsln partneragencles.Testlngactlvltles 
focused onvalldatlngdataeitehangethroughSCU.-to-SCU.comparlsonsand resolvlngdlscrepaoclesln lnterfaceflles.wtth acldltlonal 

workshops scheduled lo address Integration challenges. While significant Improvements were achieved, ongoing coordination with other 
departmentslsessentlal toensureoompatibllltyaslhelrsystemsundergoupgrades.Detalledend-to-end l esting remalnsaa-ltlcal oeitt 
step10conflrmreadlness lorproductlon. 

2024/11/27-(2024.03.001.R2)-lnterlarePlanolnaand Compatibllity 
Alllnterfaces havebeencataloged,classlfiedas lnbound,outbound,orboth, wlththelrcommunlcatlooprotocolsclearlydeflned. Thls 
Includes Identifying depeMleocies With external systems from partner agencies. Further valldadon of interface flies, pardcularlythose 
wlthmlsslngOJlncompletedata,lsbelngprlorlllll!ddurlngongolngbatchtesting.lnterfacesand relateddatastructures havebeen 

developed With flex!bllity In mlMI, allowing for future changes without significant redevelopment. The system design supports updates to 
schema or message formats. Continue reflolng flexibility by testing adaptabllltywlth mock data representing potential future sc:enarios 

andconflgunitlons. lnterfaceva lldation l estlnglsunderwayuslngproduction-llkeflles.lnltialvalldationshl&hli&hteddlscrepanclesin 
legacyandreplatformedoutputs,whlcharebelngaddressedlterat lvely.DetalledIestingwllf (Ofltinuealongsidelntegratlootestlng{SIT} 

to ensure !hat Interfaces remain compatible with upgrades 10 e)tternal ageneysysl ems. 

2024/10/31: 2024.07.001.Rl (Alignment of Oata Policies with Chief Data Offlc:er) CSEA has conducted the recommended meetings and 
establlshed alignment on data exchange policies and Impact assessments, t his recommendation can be closed. Continued coordination 

could be noted as a follow-up lIem nither lhan an open recommendation. 

2024.03.001.R2(Interfaces)Opcn/lnProgress:Good Pfogress hasbecn made 1n1dentifylr,alnterfa«'s,aodwithcontlnuedfocusoodata 
eoordination and fle~ibility planning, we can further strengthen alignment with t his recommendation. Ongoing efforts to secure reliable 

dataandenhaot:f:'adaptablest ructureswillhelpensure compallbllityaodreducepotentlaldlsruptlonslo thefuture. 

2024/09/30: The new Chief Dala Offi«'r Is e,igaged In the locus on data governaoce policies aod loterface details with the EFS team, this 
effortwillbeongoinglhroughprojectGo-Uve. 

2024/08/30:ETS'newChiefDataOfficerhasbeenalignedasakeystakeholderandisintheprocessoffocusingondat;i governance 

pol/des and lnterfa«' concerns with lhe EFS learn I2024.07.001.RI) IV&Vwlll continue to monltOf and update as the locus on pol/des 

and interface concerns progress. 

2024/07/31:TheChlefDaIaOfficerandlheEFSIeamhavebeen(Ofltacted and willbemeetlngwithCSEA. 

2024/06/30: CSEA aod Protech agreed 10 develop a list of interfaces categOJlzed into three groups: I) Axway \source: AWS vs. 
Mainframe), 2) Mainfnime (group of interfaces on the mainframe with clep.lrtments pointina to Airway), aMI 31 Cyberfusion. They also 

decldcdIo share thlsl1statlheoextmonthlymeetlngwithSlate Departments. 

IV&V will continue 10 monitor lhe coortllnation with other Stale of Hawaii modernlzatloo projects 

2024/05/31: Ac,ultyclosed one recommendallon as CSEA Is coordinating regular meetings with impacted State of Hawaii age,icles to 
monitor the stalus of t heir modernization projects and mainfnime operations. CSEA Is planning to develop an inventory ofinterfiees to 

shareataoupcomlngmeetlngwithlmpactcdOepartments. 

2024/04/30: CSEAorganizedameetingwithotherDep.1rtmentsinApriltoexehangeinformationregardingthestatusoftheir 

respective system modernization efforts, speclfle3lly those related 10 lhe shared malohme and depcndeodes. 
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PMBOIC• ¥7 emphlsizes Resource 1lloc1tion ch1llenps ire hinderi111 pr~es.s on critiCII tasks lib compliance testi1111nd test script development, eYidenced by°'6 (2024.12.001.Rl) Enhancement of resource 1lloation: the vendor tum OONCI 
resource optlmiQtion as Plrt compll!tlon rates ind te:stln, backl01$ (e.1., only 16K of batch jobs Yalldated). Addreulrc thae lssue:s throust, skilled resource deployment 1nd should consider 1uJ1nJrc 1nd 1ll&nln, 1ddlllon1I or more ecperlenced 

despite their pl1nned stilrt In October 2023. This Indicates potentlii l resource of the "Resource M1napmer1t" upsklllln, Jnllllllves will mltlpte dellVS, 1cceler.1te milestone completlon, ind 1llcn with PMBOIC• principles for opdmfzed resource miln.11ement. resources to the delil)'l!d t1sks ilnd bilckl01 testin1 i1re1s such 1s fln1ndi1ls 
Ofprlorltlzationconstl'illnts. Weeklytest1rcreportshi1hlllht$1owpr01ress domain.Alla;nlrcresource andsupp01'tUIYalldatlon. 
due to lnsuffldent resources (diltil processirc) illlocilted to batdl Yillldation capiidtywith dffllilnd ensures 
andinterfaeetestlrc.Forexample,onlyl6" ofbatd1Jc,b5havepaued t1rnelyt1slccompletlon. 
Yillld1tion ilS of December 18, 2024. Thou&h cbtil trilnsler and processlrc Js 
the primary Issue, downstream comldentlons for knowfedletn1nsfl!r must 
i1lsobeconsldered1nddellveredtlrnelytopreventfuturetestl111i1nd 
Y11idationdefaysandprO't'ldl! a seamleuhandofftoCSEAtomalntaln 
quilllty. 

ITATUS 0-·-

2025/04/30: System lnstilll1tion ilctillities prqreued to 66% completion, inciudirc ICEIICI dmbilse and AWS-hosted environment 
cor,fl&unitlon.lRS Pub 107S (5«\lrlty 1nd pri¥Ky requi,-ufor 11ende:sandcont1111ctorswhorecelve0fprocasfederalTu 
Information) compll1nce WilS documented ilnd tr1d:ed throua:hout Ql. Functlonill SIT ilnd S'(Stem testlrc Wffe complfted in April, ind 
baeld01test cases appear dosed Yla full Krlpt elte(ution In SIT 1te1111tlon 2, which shows all 119 test saipts Wffe l!Xl!alted and paued. 
IV&V recommends closln1 this obserViltion ind Its resultin, recommendiltion (2024.12.001.Rl) .. 

2025/03/31: As of Muth 202S, CSEA hilsconftrmed th.it they hilveilpproprbte ilCCl!SS toAWSslncethe Protech tr.mslllon and ewer.ill 
testrrc aa:ess andcoordlnatlonhaYl!lmproYl!d,partlwlarlythrOYlhstruetured11eocvY1lldatlonmeet1rcsledbyCSEA.Thl!ICEIKI 
project'sbiltchtfltlrcWilsreportedas8~complete,i1ccordirctothemost recentCritk:ill Pi1thschedule updilte.Thls reftects 
wmulatlYI! prqress auou multiple batr:h testln, Iterations, lncludln, performaoce tunirc efforts and outpUt Yalldatlon cycles 
i1ssodatedwiththl!Februi1ryl8diltils«.Theremillnln,biltchi1ctMtles,lnciudirclteri1tlonSi1ndftn.1I Y1lkliltloni1re5Cheduledto 
continue lntoAprtl. This observation shall remain open until the formal Khedule al1&nment has been conducted and approyed by CSEA 
i1ndbilckl01test1rcareashilVl!beeni1ddressed. 

2025/02/28: 3"-' of batr:h Jobs h1YI! paued Yillldatlon uof Februilry 26, 2025, showlrc iln lmprcwement but still below required leYl!ls 
fof prqressron Into the l'll!ld phase. Resource shortQe5 In flnantlal5 and UI Yalldatlon are slowlrc testlrc execution, requlrlrc addltlonil 
skllled personnel to mftt bildd01 demilnds. DOI hu withdr.iwn from the project ilS of Februilry 19, 202S, causlrc the necessity for ii 
testrrc allocation transition plan to Protl!Ch which Is still In prqress, IV&V will continue to monitor prqress. 

2025/01/31:Prqresscontlnues lnaddreulrctheidentlftedlssue,wlthrec:entefforufocusedonreftnlrcdiltilYalldatlonprocesses and 
lmprwlrc coordination between Stilkeholders. HCIWeYer, thi1llen1es remilln In fully resoMrc discrepancies, ilnd ilddhional Yerifk:ation 
stepswillberequlredtoensureconslstenr;ybeforefln.1llmplementat1on. 

5/31/1.5 

Moderilte Moderate Notes from the proj«t sdledule hlchll1ht thilt ilpprollills (e.1., from CSEA) ADKAR• ernphlsizes bulldlfll En1a1ln1 multiple st1keholders In concul'Tl!m pro/Kts (R!slc #31) Is critiCII to mltlptirc lntl!r'RCl!tfttirc risks, but this requlressyndlronlzed 2024.12.002.Rl) Fadlltilte rea:ulilr cornmunlcation with Stilkeholders like Closed 2025/02/28: CSEA Is holdln1 hillf day mel!tlnp with the buslnes.s tnms that started In nrty Februilryto ensure th.it i ll the test scripts 2/28/2S 
are erttlcal totaslc pr01resslon. Weekly reportS lndk:iltedlilllerces In )olm awarenes.s and dl!slrefof coordination to preYent delays. Interface worbhops and stakeholder meet1rcs (R!slc #3S) play a key role In fostl!rlrc collilboratlon i nd ensurlrc C5EA throush dally mHtlrc,sto expedite resolution of open Issues. This are fully reYiewed and edited In order to l!lCl)edltethe resolution of open Issues. This actlYity also provides a mechanl5m fofdlilrce 
troubleshootlJII sessions with IBM due to PII and fllet1111nsfer protocol char11e amorcstabholders to 11mely resolUllon of Interface-related lllues, redudn& the rtsk ofmlsalicnment In tffln& ind lmplement1tlon actlYltles. will lmprlMI! turnaround time for defect resolution and test elte(ution manqemem by losterln, collilboriltion and ii mutuill undermndln& of npected functlonallty, reduclJII the risk of mlsall&nml!rlt In 
Issues. all&n efforts. dl!p,endendes while strencthenln& stakeholder erca1ement. tl!Stlnc. IV&V notes that this recommendation has been acted upon and wlll close accordlr11ly. 
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2025/01/31: The status this month refll!tts on,olna efforts to enhaoce system lntearation and strnmllne data l!ldiarce processes, with 
lncrementill lmprlMl!mems In Yillldatlon ilnd testin1 workflows. Despite prqress, bydependendes and unresolYl!d tedmlcal Issues 
contrnuetoposechallences,requlrtn1furthercollaborat1onandreflnementtoachll!Yl!fullresolution. 

5ftStiltusUpdm2025/04/30 

IV&V notes th.it this recommendiltion 
hilsbeentabnlnto at'tlonand\llllllelose 
accordlrcly. 



OBSERVATION 

" 
ORIGIMI. INDUSfflYSTANDAROSANDHST 
SMIIIT'I' SEYUtlTY 

Process 2024.08.001 Risk Moderate Low lndusb'y Standards and Best Practices: IEEE 730-2014 standard There is currently a weekly testing report provided to the Project Team. The report conveys the number of testing scenarios in proce55, however 0osed 2024.08.001.RI -The report should outline recommended actions Closed 2024/10/31: 2024.08.001.Rl CTesting Reports)Theweeklytesting reports now include pass/fail rates, coverage metrics, defect tracking, 2024/10/31 
recommends that status reports Include certain key information to el'l$ure the report does not offer a lotlll numberoftestca.ses to be processed for each worbtream, nor does It convey full metrlts, $UCh as percentage of b.i.sed on the current stale of testing, as well as the next steps for futu re and milestone upda1es, providing a clearer undel'$tandlng of testing progress and project health. This aligns with the recommend;itlon 
effectivecommunicationoftestingandqualltyassuranceactlYitles. 

Moderate Moderate Theprojecifacesasignificantrlskofincurringextenslvecostsfofdellverlng 
thenecessarydatatotesttherefactoredKEIKl.ipplk:.ltlon,potentlally 
leadingtodelaysintheprojecttlmelineandincreasedbudgetconstraints. 
DespttediscussionsWithProtechandAWS,theissueremalnsbllllng-related 
ratherlhantechnical,necessitatingongoingnegotlatlonswithETSto 
determlnefinanclalresponslbillty.CSEAhasdevelopedaseeondoptlonto 
u.se a SOL 10 SOL transfer In to reduce the amount of federal funding needed 
forthispleeeofthe contract. lnthemonthofJulytestlnawillbeconducted 
tolestthevlitbllltyofthlscostsavlngmea$Ure. Adeclslonwlllbemade.it 
the endofJuly. Wlththe newStateCIOstartln,onAugustlS,declslon­
maklngcouldbefurtherdelayedintotheFall. 

Process 2024.03.002 Issue Moderate Moderate lnadequatescheduleand resourcemanagementpractlcesmay leadto 

Process 2024.02.001 Preliminar N/A 

V 

N/A 

Process 2024.01.001 Risk Moderate Low 

Technology 2023.12.001 Positive Moderate N/A 

projectdelays,mlssedproject3ctlvitles,unreallstlcscheduleforeeasts,or 
unidentlfledcausesfofdelays. 

AdditionalinformationlsneededregardingProtech'sprogramdevelopment 
and testing approach. 

lneffectiveprojectstatusmeetingsand reports eanleadtodelayeddeclsion­
maklng,ladr.ofaccountablllty,andreducedmorale. 

TheAutomatedAppllcatlonAssessmentprocesswaswellplannedand 
e11et:\lted. 

completion of the total scope within the testing categories and how those align with the project schedule parameters. This can contribute to risk testing activities. Ensure that key rukeholdel'$ can easily underrund the 
whentotaltransparencyisnotdlsplayed. report'sfirldlngsand!mpllcallons. 

•Metrics arld Me.isurements: The separate weekly test report should 
provldemetrlcsthatreflecithequalltyofthesoftware,suchaspass/fail 
ra1es,coverageoftests(e.g.,per<:entageoftes1ca.sesexet:\lted),andother 
relevanttestlngmetrlcs,!.e.,totalscenarlostobetested,percentageof 
complet!onarldllmel!neforcomplet!on. 

•ScheduleandMllestones:Thecurrentrutusofthetestlngschedule 
shouldbereported,notlnganydevl.itlonsfromplannedmllestonesand 
deadllnes.Thereportshou ldreflectthecurren1sta1eof1es1lngcompletlon 
tracklngasal!gnedwiththeproJectschedule. 

•Oecls!onsandChangeRequests: Anykeydecls!onsmadedurlngthe 
testlngph.i.se,lnclud!ncapprovedorpendingchangerequeststhat impact 
tesllngorqual!tyassuranceactlvitles,shouldbelncluded. 

Meetings have been held with Protech to discuss the ditta extraction costs. Protech has engaged AWS fof options, but AWS indicates the Issue Is 2024.07.002.Rl- Continue negotiations with ETS to secure financial 
b!lllng-rela1ed,notte,hnlcal.Thecos1ofdellveringdatafortesllnglsctltlcalforthelCEIKlproject,butCSEAftndsthe(Urrentcostsprohlbltlve. supportfordatadel(very. 
Discussions with Protech and AWS Indicate the need to resolve the billing Issue rather than technical challenges. Without a resolution, this Issue • Engage In discussions to fiOO a feasible cost structure that aligns with 
couldlmpacttheproJecttlmellneandbudget.CSEAcontlnues1oengageETS1onegotlateacostcapandexplorealternatlvesolutiol'l$. proJec!budgets. 

•EnsureclearcommunlcatlonofcostconcemsandlmpactstoETS. 

2024.07.002.R2-ExplorealternatlvesolutlonswlthProtechandAWS.• 
lnvestlgatepotentla lcost~ncmeasuresoralternallvete,hnlcal 
approaches. •SeekAWSasslstancetobetterundel'$1andand manage 
bllllngooncems. 

2024.07.002.R3-lmproveperformanceofdatae1ttractlonprogramsto 
minimize timing and associated coSIS. • Work with Protech 10 ldentlly and 
lmplementoptlmlzatlonslnttiedataextractlonprocess. 

for lmprovedreportingmetrlcsandmkeholdercommunicatlon. 

2024~/30:2024.0S.OOl.RlCTestlngReportslSlinlfk.lnt!mprovementshavebeenmadelnthemostrecentreportsandprovldea 
dearer uOOerstandinc for all rukeholdel'$. IV&V will continue to monitor as these improvements to visibility progress. 

Closed 2024/07/31:TheSQltoSQlmethodfordataextractionandtransferhasbeenconflrmed.CSEAhasaddressedthelssueofcost. 2024/07/31 

The overall project end date and Go-Live date Is projecting a 17-day variance due to the delay in the assessment validation which was completed in 2024.03.002.Rl- Based on the complexity of the KEIKI project, review and Closed 2024/06/30: Issue closed. The schedule was updated and the 17-dayvarlance was $UCcessfully mitigated, ensuring the projeci remained 2024/06/30 
February. h Is crucial for the Protech and CSEA project manage!'$ to both take active roles In tractlna and monitoring project activities, especially reline the schedule regularly with detailed tasks, realistic durations, and on track. Tile project schedule conllnues to be discussed weekly. 
delayedandupcomlng1asks,1ocollaborateonwaystogettheprojec1badtontrack. adequate resources. 

• The project: manage!'$ should meet weekly to discuss the project 
Although the project metrics are showing a 17-dayvarlance, some project tasks .ire delayed 1 to 2 months from the approved baseline Including schedule, continue to Identify detailed-level tasks based on high-level 
bulldlng the KEIICI database, developing system test scripts, UI design, UI development, code conversion, system test e~ecutlon, etc. CSEA should llmel!nes, and Identify schedule and resource related risks. 
haveaclearundel'$1andlngofthelmpactofdelaysontheoveralltlmellneandvalldatethe17-dayschedulevarlance. •TheCSEAprojecimanagershouldconduct lndependentrevlewsofthe 

scheduleandprojectmetrlcs,proactlvelycommunicateupcomlngState 
tasks10CSEAstakeholdel'$,crea1eSlatespeclflcdetalledschedules,and 
oommunlcateanyooncemswlththequal1tyofvendorexecut1on. 
•TheProtechprojectmanagershouldbeexecutlng tasksbasedonthe 
appr<Wedschedule,ldentlfyschedulevarlances,ensureallproject 
resourcesareontrack,andreportonqualityandprojectmetrlcstoen$Ure 
theproJectlsmeet1nc1tsobJectivesandgoals. 

In February, Prote,h delivered the System Requirements Document and Test Plan which are still uncler review. CSEA already pro--icled a number of N/A fof preliminary concerns. 
comments for both deliverables requesting additional darlflcatlon or additional documentation. Both deliverables do not provide $1Jffldent 
understanding of Prote,h and One Advan,ed's approach fof the program development and testing phase. There~ to bea dearer mutual 
understanding of how Protech's development and testing approach will ensure that the new system and user Interface will maintain the same 
functionality, data, and system interfa,es as the old system. The System Requirements DefinltiOl'l deliver.Ible Is high-level documentation of Items 
su,hassour<:eoode,dataoomponent,andlntcrfacetablesbutdoesnotactuallycapturetherequlredfunctlonalltyuslngindustrystandardformat 
for requirements. Documenting requirements Is especially important for the development of the new front-end user intemlee (UIJ. The System 
RequlrementsDeflnltlondellverablelncludedaU.serlnterfaeesectionbutdoesnot lncludesufficlentlnformatlonreg.irdingUlrequlrements. 
Proteth has another UI Refinement plan deliverable due in May 2024, however, It Is unclear if UI requirements will be inducted in tllat deliver.Ible. 

tf system requirements will not be used to manage development of UI as well as replatformina and refactoring of code wort, t!K-n it is important to 
understand how Protech and One Advanced are planning to manage and report on development progress. Additionally, without documented 
system requirements, testing will be even more ,ritieal fof identifying gaps in or Issues with functionality during the development process. CSEA 
also has a number of comments and questions on the Protech Test Plan dellver.1ble. In ad~~~~ to the System Test Plan, Protech Is developing an 

IV&V encourages the CSEA PM to conduct In depended reviews of the s,hedule and project metrics. lV&V will continue to monitor 
progressmadeonscheduleandresour<:emanagementpractlces. 

2024/0S/31:ProtechdellveredadraftofthereplannedprojectscheduleandanalyslsforCSEA'sfeedbackandapproval.Therevlsed 
schedulemalntall'l$theor1&1nalGo-Llvedate. 

2024/04/30: Projectmanagersstartedmeetingregularlytorevlewtheprojectschedule. TheproJectmanagerswilldo adeeperanalysls 
of the upcoming technlcal tasks, and then recalibrate the project schedule In May. 

Closed 2024/06/30: Preliminarv closed. CSEA acknowledged the risk associated with not having defined UI system requirements. Instead, the 2024/06/30 
testscrlptsareusedastherequlrements. The1eamsoollabora1ecloselyandholdregular1estmeetlngstoensureallgnmentand 
thoroughtesting, 

2024/0S/31: Protech'stestingapproachpresentationwaspushedbacktoJune. Thepresentationiscritic;il astestscripts areflnalized 
andsystemtestlngbeglnslnlune. 

2024/04/30: Protechwlllpre.sent thelrtestlngapproachlnMay. Thepresentatlonlsimportantastestscrlptsareflnallzed,andsystem 
testinaisapproathing, 

2024/03/31: Protech ls planning on a presentation 1n April or May 10 explain how 1helr testing approach will ensure thit the new 
system and user interface will maintain the same functionality as the old system. Without dot:\lmented requirements, It Is still unclear 
how program development progress, testing, and acceptanee will be managed and monitored. 

Weekly status reports are provided with a dashboard of the project status, high level schedule, late tasks, tasks planned this week, open tasks, 30· CLOSED: 2024.01.001.Rl- CSEA should play an active role in refinina the Closed 2024/06/30: Risk closed. As system testing started in June, the team started adding a WeetlyTest Report. The report outlines the testing 2024/06/30 
day look ahead, deliverable stallJs, risks log, key decisions, change requests, and other project information. Despite numerous data points, the project status report and providing topics for weekly project meetings. 
weekly project status reports may not give a complete picture of the project's progress. To get a better understanding of any delays, risks, issues, • contribute to the improvement of project meetings and reports that 
or action Items, add itional resear<:h and analysis of past reports, review of the Microsoft Project schedule, and inqulrv with project member$ IS actively encage team member$ and highlight key Information relevant to 
necessary. Fotel!ample, late project deliverables may be listed as simply ~in progress"; however, one is unable to determine how many additional the audience to promote problem-solving and constructive dialogue. 
days the deliver.1ble was pushed back without checking the previous weekly s1a1Us report and the reason fof additional time Is not discussed or • CSEA could solicit foodbadr. prior to meetings so the team un be 
disclosed. preparedtoaskquesliOl'l$Ordiscussrelevantprojecttopics. 

CLOSED:2024.01.001.R2-Setclearobjectivesfofmeetingsandprovide 

•Meetings andreportswithoutdearobjectiveseanquicklytumintoaone 
waySlatU$updatewlthoulanymean1ngfuldis,uss1onordear 
understandingofprojectstatus,risks,andissues. 
•Provlde reportSthatareconcl.se,relevantandcleartotheaudlence. 
Onlyincludechartsandtablesthatprovidevalueandpresentdataina 
lormatthathelpsprov1demean1ngfullnformat1ontomovetheteam 
forward. 

CLOSED:2024.01.001.Rl-Addltlonalqu.illtymetrlcs.indprojectsuccess 
metricsshouldbeaddedtoprojectstatusreports. 

Protech's partner, Advanced, worked doselywith CSEA's technical SM Es and outlined a de.ir, well-defined process to collect and assess the KEIKI N/A 
mainframe application in preparation for the migration and code conversion. Aclvanced's weekly status updates and follow-ups helped all 
stakeholdel'$understandthe1rroles,responslb11illes,outstandlngtasks,.indstatusofactMtles. Thelrflnalas.sessmentreportwascomprehenslve, 
data-driven and insightfu l, and prepared the project team well as they begin the next phase of legacy code and data system migration. 
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scope,thedefectsthalwereretestedandvalida1ed,andglvesasummaryoftheprogressofalltestcases. 

IV&Vwillcontlnuetoassesstheeffectivenessofprojectstalusreports and meetlngs. 

2024/05/31: Ac,ultydecreased the severity rating from Level 2 (Moderate) to level 3 \Low). The CSEA PM presented some of the 
project's key success metrics at the May Steering committee Meeting. High-level pre-deliverv testing metrics were pro--icled in May. 

2024/04/30: Acculty closed two recommendations. Project status reports continue to be refined and now dearly report tasks that have 
beenrescheduledfromtheprev1ousweek'$report1ngperlod. CSEAdldnotstartreport1ngon$UccessmetrlcsinAprllasplanned. 

2024/03/31: Although improvements were made to project status reports, they could be further improved by outlining delayed tasks 
and upcoming activities to ensure rukeholdel'$ are adequately prepared. CSEA continued to refine $Uccess metrics to prepare fof 
reportingwhichwillbeginnextmonth. 

2024/02/29: A new recommendation was added and two recommendations were dosed. Two recommendations were dosed as CSEA 
and Protech worked together to improve project status reports to be more dear, meaningful, and relevant to the audience. The 
streamlfned status reports are facilitating greater understanding and allowing more time fof me.inlngful discussion amongst project 
stakeho!del'$. 

Closed N/A 2024/01/31 

Ther<ilsnowanai.,,~andlmprovedtest 
r<iportln11metr1cswlthsti1keholder 
communlc;lliontha1affordsefflciency and 
1;8ilityintheteammakin11intormed 

TheSQltoSQlmethodfofdata 
extractlonandtransferwlllbeused. 
CSEAhasconfirmedthatthecosuhave 
beenaddr~. 

Theschedulewasupdatedandthe17-
dayvarlance wassuccessfullymltlgated, 
ensurlngtheprojeciremalnedontrack. 
Theprojectschedulecontlnuestobe 
discussedweekly. 

CSEAacknowledgedtheriskofnot 
havlngdeflnedUlsystemrcqulrements 
andaddresseditbyusinatestscriptsas 
therequlrements.Additlonally,the 
teamscollaboratedcloselyandM'ld 
regulartestmeetlngstoel'l$ure 
alignmentandtlwlroughtesting.This 
approachmltlgatestherlskbyel'l$urlna 
thatthetestingprocessls 
comprehenslveandthatanylssuesare 
promptlyiclentifiedandresolvedthrollf!:h 
ongoing communication and 
collaboration. 

Testreportswere addedtotheweekly 
statll$meetlngs.Thereportcontalns 
testing and defect metrics. 

Closedasthlsls.iposltlveobservatlon. 



AIIIIIMINT cmllWA110JII ·-· ~ ,_ 
T.dinolocv 2023.11.001 Risk 

2023.10.001 Positive N/A 

l'IDUITln'ITNIDMDIMOIIST 
1--A110JII - ·- 1.-•• :l'm - --- 1l0NS 

Compladwi system mismion r.quirements, combined with incomplete o.tl system mi1mion ind m1ppi111 un be complex ind c:.use project d.i.ys if not properly planned ind m11111ed. The ICEIKl system's incomplete 2023.11.001.Rl- Develop sep1r1te formllind dWI system misration 
document1tion1ndthe1tnenceof1formallzed processfornon-codetuks, d()(umentltlon and multltudeof]ob5, world10W$, lnterhu::a,1ndinterflce fllesP0$e1 rbkof~111cert1in eiemenu, m1kirc ttchallenllrcto pl1ns1nd processesfornon-codeelemenu. 
may Ind to project delays. unmet contrKt r.qulrements, and qllilllty Issues. tn1ck1ndVillldateml&ratlonrequlremenu. • Asep1rate lmplementiltlon plan should be deuly outlined, detennlnlna 

thetlmellne,task5,tools,1ndresoun::esneededtoperformthese 
Thepro/ectlacks1formallzedprocessfornon-codetilsksinthedi11asystemrequimnenucoilection,micriltion.1ndVillkliltion1ctMties. The 1alvltles. 
proJea has• formalized prix:eu for application code m1cr1t1on but lldcs • dear proces5 for Plherlrc norKodeand ancllluy eiemenu ll'lciudlrc • Develop• formallzed data m1&ratlon 1c:c:ept1nce prix:eu for the 
hudwilre, software, Interfaces, and biltdl flies. The absence ofa sep1rate, formalized process ind reil,mce on m1nllill processes uslrc Ellcel remafnlrc cydes with defined 1cceponce criteria. 
worksheets may result In data loss, poor quality, and technical luues affectlrc system performance and U5« e,cperlence. • Determine what Villldltlon rs needed by other a1endes and stakeholders 

thltrelyonCSEA'skelldsvstemandoutputs. 
The Si's waterfall approach requires upfront ptherlrc and definition of 111 r.qulremenu In a llnetr 5eque1Ke. Late lderrtltlcation afdwi System 

ml&ratlon r.qulremenu m1y result In Insufficient tfmeor budcet to execute the micration properly. 2023.ll.001.R2- lnwstlpteautomilted tools formddrc and valldiitlrc 
data system requirements. 
• Automated data valld1tlon should be lnwstlpted to help Identify 
mlsslrc elements, lntre1se data 1c:c:uracy, and alleviate res.ource 
constrillnu. 

2023.11.001.Rl - Ensure data system r.qulrements are comprehensive 
andcomplmupfrorrt. 
•Ghlenthewaterfallappl'Oilch,scheduleandresourceconsldemions 
should be 1ivento lntre1slrc system requJrementptherln1 upfront. 
• Theprojectma1111ersshouldensure1reatercoordlniltfonafpro)ect 
lnformatlonneeded forrequJrementsm1na1ement andtrlddrc. 
•Conslderanlteratlw1pproachfornon<ode m1&rat lonactMt les,whlch 
all-forseveralroundsofrevrewandvalidiltfon. 

2023.ll.001.R4-Appolntdedk:i11ed Dita System Mla;riltion Lead5from 

• Conslderldenttfyfrcdedlcatedleadsto1sslstwrthan1lyilnatheeldstln& 
dati1envlronment,ldenttfyfnad1ti1ml1riltlonrequlrements,supportlna 
them1&ratlonprocess,troubleshootJn11ssuesthatarlse,andcoordlnat1na 
uskswlthProtech,Advilnced,o.tlhouse,andCSEA. 

The proJea team members are enr.iaed and the environment between PMI Project Manaaement Body The CSEA SM Es appear to be enaaaed In on1o1na Asseumfflt seurons and accounuble for timely comple,tlna r.qulred tasb, pro\/kllrc N/A 
Protech and CSEA ls collaborative. of Knowledse (PMBOIC) lnfonn1tlon, and respond In& to questions. The project team members rea:ularty seek feedbildt,. Input. and dilrlflciltion In an open and respectful 

Chal)tff 2.2 and PMI The manner. The experience and knowledse of Protech team members combined with thededk:3tlon and hl1h level ofqa1ement from CSEA SM Es 
Stand1rdforProject supporttheposltlvepro)ectte1menvlronment. 
Manaaen,fflt(SPM)Chaptff 
3.2statethelmportanceand 
benefltsaftreatfl"lla 
coll1boratlveprojectteam 
environment. 
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2024/0l/31:Riskclosedastheinventoryofnon-code•nd•ndllaryelement!iindudi111hardwilre,software, interbces,andbiltchfiles 2024/01/31 
was completed and wlll be v1lld1ted as part oftheU1:hnlc1I architecture and system requirements documentation. 

12/31/23: CSEA1ppolnted two dedicated Data System Milriltlon Leads. It Is unclear If Protech 1bo appointed I dedicated letd. A dear 
pl1nfsstfllmlssfrc,andCSfAdO(umentedafonnallssuerelatedtothelackoflnformi11ioncoordllliltlonandredundilntr.questsrelilted 

tothedatasvstemml&ratlonr.qulremenu. 

2023/12/31: CSEA1ppolnted two dedicated Data System Mllriltlon Leads. It Is unclear If Protech abo appointed a dedicated letd. A 
dnr pl1n Js still mlssfrc, and CSEA d()(umented ii fonnal issue related to the lack oflnfommion coordllliltlon and redundant r.quests 
related to the data system m1&ratlon r.qulremenu. 

Closed N/A 2023/11/30 

Riskclosednthe inwntoryofnon<ode 
and •ndla.ry elements WU completed. 

Closed asthlslsaposttlveobserwtlon. 
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G) 
ACCUITY 

ID# Page# Comment 
Commenter's 

Accuity Resolution 
Organization 

1 4 Key risks: The term "departure" should be replaced CSEA CSEA has confirmed the CSEA Project Manager's status as a temporary leave of 
with "temporary leave of absence," as the CSEA PM absence, and the report has been updated accordingly. 
has not departed the project. 

2 6 The target go-live date is incorrect, and is the CSEA The report was restated regarding the target go-live date status. 
proposed adjusted date which is pending 
confirmation by Protech. 

3 6 Project Schedule: The term "departure" should be CSEA CSEA has confirmed the CSEA Project Manager's status as a temporary leave of 
replaced with "temporary leave of absence," as the absence, and the report has been updated accordingly. 
CSEA PM has not departed the project. 

4 8 Under Approach, the statement that CSEA is limiting CSEA The subject in the statement refers to the lack of a formalized schedule that 
Protech's effectiveness in its effort to close defects should be proposed by Protech and approved by CSEA. IV&V has reworded the 
and tuning is unwarranted. Protech continues to statement for clarity. 
work on these areas regardless of CSEA approval. 

5 11 Observation: The CSEA PM has not exited the CSEA CSEA has confirmed the CSEA Project Manager's status as a temporary leave of 
project but is on a temporary leave of absence. absence, and the report has been updated accordingly. 

6 18 2024.12.003 is being followed by all parties so this CSEA The May weekly status reports confirm that non-critical tasks continued to be 
observation can be closed. documented without formal updates or defined timelines for resolution. These 

examples support the original assessment in Observation 2024.12.003 that 
these tasks remain open and unaligned with critical path management. As of 
the May 28 reporting period, this status remains unchanged. The key action is 
to establish and report resolution timelines and closure updates for non-critical 
downstream gating tasks. 
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