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Executive Summary 

The project appears to be making good progress towards the planned monthly release to add more features to the system. The 
most recent release introduced new features to enhance case management and reporting efficiency, and that should improve 
system usability. 

The project continues to face challenges, with some bugs being released to production. IV&V remains concerned that the root 
causes of these issues are not always thoroughly analyzed to determine potential process improvements to prevent similar defects 
from recurring. IV&V continues to recommend implementing sufficient root cause analysis (RCA) practices to reduce the number of 
bugs released to production. 

The project is stepping up efforts to improve backlog refinement and prioritization of system enhancements and bug fixes. With a 
limited annual budget for system changes, these activities will help the project focus on implementing the most critical updates 
within budget constraints. 

BHA is continuing efforts to address BHA's limited resources, possibly adding an additional business analyst to the project. They 
are also considering acquiring additional security resources to mitigate potential operational and compliance risks related to their 
significant backlog of security related activities. 

Testing is progressing through a mix of manual and automated methods. The project's new test automation contractor is making 
progress toward improving the test automation processes and repairing some automated test scripts. This work focuses on building 
a stronger automation framework that will enhance testing efficiency and scalability over time. 
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Executive Summary 
Mar Apr May Category IV&V Observations 

The project is stepping up efforts to improve backlog refinement and prioritization of 

e e e Sprint Planning 
system enhancements and bug fixes. With a limited annual budget for system 
changes, these activities will help the project focus on implementing the most critical 
updates within budget constraints. 

User Story (US) 
There are no active findings in the User Story (US) Validation category, which remains 

e e e Green (low criticality) for this reporting period. IV&V will continue to monitor the US 
Validation 

development and validation process in upcoming reporting periods. 

Testing is progressing through a mix of manual and automated methods. Manual 

Test Practice 
regression testing remains important for recent releases, while a test automation 

Validation 
expert is currently reviewing the existing tests to find ways to improve them. This work 

y y y focuses on building a stronger automation framework that will enhance testing 
efficiency and scalability over time. 
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Executive Summa 

Release I 
Deployment 

Planning 

www.publicconsultinggroup.com 

The recent release was successfully deployed to production on 5/29/2025. While the 
project team has indicated that a Root Cause Analysis (RCA) process is in place, formal 
documentation and clearly defined protocols for initiating RCAs have not yet been 
provided . In one instance, the team identified the root cause of a production defect 
related to a Microsoft update. This issue came to light only through detailed root cause 
analysis. Establishing guidance on triggers and criteria for conducting RCAs could help 
ensure more consistent application of these practices and further support efforts to 
address recurring issues. 
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Executive Summary 
Mar Apr May Category IV&V Observations 

On-The-Job-

e e e Training (OJT) 
This category remains Green (low criticality) for the May reporting period with no active 

and Knowledge 
Transfer (KT) 

findings. 

Sessions 

e e e Targeted KT 
This category remains Green (low critical ity) for the May reporting period . IV&V will 
continue to monitor. 

e e e Project There are no project performance metrics to report for the May reporting period. IV&V 
Performance will keep this category's criticality rating Green (low criticality) and will continue to 
Metrics monitor. 

Organizational 

e e e Maturity This category remains Green (low criticality) for the May reporting period . There are no 
Assessment outstanding findings in this category, and IV&V will continue to monitor. 
(OMA) 
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Executive Summary 
Mar Apr May Category IV&V Observations 

y Project 
Management 

www.publicconsultinggroup.com 

The project appears to be making good progress towards the planned monthly release to 
add more features to the system. The most recent release introduced new features to 
enhance case management and reporting efficiency, and that should improve system 
usability. 

BHA has made positive progress in discussions around improving the communication 
protocol , including considering adjustments to advance notice periods, provider 
notifications, and language preferences to enhance clarity and effectiveness. The 
updated document is expected to be shared with IV&V for review once it is finalized . 
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Executive Summary 
Mar Apr May Category IV&V Observations 

y y Resource 
Management 

www.publicconsultinggroup.com 

BHA is currently facing resource challenges in security monitoring, including limited 
staffing, no dedicated personnel for audit log review, and insufficient tools for log 
analysis. To address this, the team is exploring options such as engaging a 
cybersecurity consultant, requesting additional funding, and temporarily assigning 
cybersecurity tasks to existing administrative roles. 
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Executive Summary 

As of the May 2025 reporting period, Ten (10) open findings were updated- Seven (7) Medium Issues, One (1) Low Risk and Two 
(2) Preliminary Concerns, spread across the Release/Deployment Planning, Test Practice Validation, Sprint Planning, Project 
Management, Resource Management, assessment areas are currently open. 

Open Risks/Issues by Category/Preliminary 
Concerns/Priority 

Software Development 

Resource Management 

Test Practice Validation 

Sprint Planning 

Release/Deployment Planning 

Project Management 

0 0.5 1.5 2 2.5 

■ Open 

www.publicconsultinggroup.com 
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IV&V Findings & Recommendations 

Assessment Categories 
Throughout this project, IV&V verifies and validates activities performed in the following 
process areas: 

• Sprint Planning 

• User Story Validation 

• Test Practice Validation 

• Release I Deployment Planning 

• On-the-Job Training (OJT) and Knowledge Transition (KT} Sessions 

• Targeted Knowledge Transition (KT} 

• Project Performance Metrics 

• Organizational Maturity Assessment 

• Project Management 

• Resource Management 
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IV&V Findings & Recommendations 
Sprint Planning {cont'd) 

■ 

41 

Key Findings 

Medium Risk: The absence of separate dedicated product backlog review meetings can lead to 
unclear priorities, misalignment with stakeholders, inadequate refinement, and an increased risk of 
scope creep. 

Update: BHA continues to hold backlog review meetings, with the most recent session conducted in 
April 2025. These efforts represent a positive step toward aligning priorities, managing technical 
dependencies, and clearly defining backlog items to support development and testing. While no 
sessions have yet been scheduled for May, IV&V understands that the team is still acclimating to roles 
and processes. IV&V plans to attend future backlog prioritization meetings to support this effort. 

Recommendations 

BHA continues to conduct these meetings regularly and mature the practice over time, as they provide tangible 
value in sustaining project velocity and reducing rework. 

CAMHD and DOD implement a structured feedback management process with a prioritization framework to 
ensure that all new requests are thoroughly evaluated and aligned with project goals before being added to the 
backlog. 

Separate dedicated product backlog review meetings (during Sprints) would allow clarifying any ambiguities or 
uncertainties, re-prioritization, estimation and refinement of backlog items. This would allow the project team to 
avoid situations where decisions about including items mid-Sprint would have to be taken. 

IV&V recommends scheduling separate dedicated product backlog review meetings (during Sprints) where all 
relevant stakeholders are invited to review the product backlog and scheduled at the appropriate time(s) such 
that there is sufficient time to plan the design, development, and implementation (DOI) of the next release(s). 
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Status 
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IV&V Findings & Recommendations 
Test Practice Validation 

■ 

2 

Key Findings 

Medium Issue: The lack of comprehensive automated regression testing has likely led to post­
production defects, causing user frustration . 

Finding Update: Regression testing was successfully executed from 5/19/2025 to 5/28/2025. PCG's 
Phase 1 analysis of DDD's test infrastructure has facilitated its selection of a hybrid approach centered 
on creating automated regression tests. The Tosca Automated Regression Testing SME is streamlining 
the ODD tests to integrate with CAMHD tests, an effort expected to reduce manual testing time, improve 
test reliability, and provide a unified framework. 

Recommendations 

To ensure effective Tosca testing, it is crucial for both divisions to align on a unified resource allocation strategy. 
Given the limited availability of resources, open communication and consensus-building are essential for 
optimizing tester utilization. By collaborating to prioritize testing efforts, share critical test cases, and identify 
overlapping areas, the divisions can achieve comprehensive regression testing without overburdening a single 
resource. This collaborative approach will balance workloads, streamline processes, and enhance test 
coverage, minimizing delays and bottlenecks. Ultimately, it will enable both divisions to efficiently meet their 
testing objectives. 

A balanced approach that combines manual and automated regression testing to ensure broad test coverage 
and flexibility. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Having board(s) in Azure DevOps or a document on SharePoint that provides information about the status of 
regression testing automation, to facilitate visibility and transparency to BHA project personnel and 
stakeholders. 

Schedule priorities should be reevaluated by distributing the work according to the resource bandwidth. This will 
ensure that the schedule is not impacted and that the work is done efficiently between regression testing and 
Golden Record (GR) tasks. 

Pursue and complete additional formal training in Azure DevOps and Tricentis for test automation as soon as 
possible and complete efforts to automate the two primary regression test scripts. 

Determine if current regression testing timeframes are adequate, and if not, add more time to the pre-production 
regression test efforts for all release deployments. 

www.publicconsultinggroup.com 

Status 

In Progress 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

■ 

40 

Key Findings 

Medium Issue: Limited testing processes can lead to poor-quality software, project delays, and 
extended user acceptance testing. 

Finding Update: R4.12 was deployed to production on 5/29/2025, followed by successful smoke 
testing on 5/30/2025. However, users subsequently reported three production defects that were 
expected to have been identified during smoke testing. R4.12 regression testing was conducted from 
5/19/2025 to 5/28/2025 and completed successfully. CAMHD and DOD focused on manual regression 
testing. Additionally, the Tosca automation expert is reviewing current functionality to identify 
optimization opportunities and is developing recommendations and effort estimates to enhance the 
automated regression testing framework. The project team continues to work on resolving outstanding 
production defects (see Appendix E). IV&V will continue to monitor key areas, including R4.12, FHIR 
implementation, any Mid-Sprint Deployments (MSDs), and the AER solution for quality issues. 

Recommendations 

IV&V recommends enhancing the smoke testing scripts to better align with high-risk and business-critical 
workflows. As part of this effort, it may be helpful to review recent production defects to identify areas where test 
coverage could be improved. Expanding smoke test scenarios to include key functional paths with a history of 
defects, along with exploring opportunities for automation, can contribute to more efficient and consistent post­
deployment validation . These enhancements are intended to support stronger release readiness and help 
minimize the risk of post-deployment issues. 
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IV&V Findings & Recommendations 
Test Practice Validation {cont'd) 

Recommendations 

Make efforts to implement a streamlined Root Cause Analysis (RCA) process to identify the causes of defects 
and prevent recurrence. Due to project resource constraints, propose timeboxing RCA efforts for each defect 
introduced into production. Timeboxing involves allocating a fixed period (e.g., 1-2 hours per defect or a set 
number of hours per week) for focused Root Cause Analysis (RCA) activities. These activities may include 
quickly gathering defect context, analyzing potential causes, and proposing corrective actions, all within the 
specified timeframe. Project PM(s) can oversee the tracking of corrective actions to ensure completion. 

IV&V has requested an overview of the testing process, with a focus on process such as tracking test coverage 
and requirements traceability. 

A Stakeholder Register helps identify and understand all project stakeholders, ensuring needs are met and risks 
are managed through effective communication. A RACI matrix clarifies roles and responsibilities, improving 
collaboration, decision-making, and resource management, which are all critical for the success of IT projects. 

Identify stakeholders (output is Stakeholder Register) and develop a RACI matrix for testing. 

Review the overall testing process and implement any needed improvements identified. 
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Open 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

■ Key Findings 

Low Issue: Due to on-going deployment processes and technical execution issues, the Project may 
continue to encounter defects and challenges, e.g., when releases are in production or in meeting 
projected timelines for production and non-production deployments. 

Finding Update: R4.12 was successfully deployed to production on 5/29/2025. However, there was a 
misunderstanding about whether one of the items on the deploy list was actually deployed. IV&V is having 
discussions with the deployment team on how the process can be improved to avoid such 
misunderstandings from recurring. While the project team reports that a Root Cause Analysis (RCA) 

39 process exists, IV&V has not received documentation of a formalized process. Additionally, formal 
protocols and defined criteria for initiating RCAs have not yet been established. Specifically, there is no 
documented guidance outlining the triggers, thresholds, or conditions under which an RCA is required 
(e.g ., severity, recurrence, or business impact of defects). This gap limits the consistent and effective 
application of RCA practices, reducing their utility in addressing and preventing recurring production issues. 
IV&V encourages timely adoption of these practices to support long-term quality improvement and will 
continue monitoring deployment quality across R4.12, FHIR, MSDs, and the AER solution for any related 
defect trends. 

Recommendations 

The project team is recommended to develop and document a formal Root Cause Analysis (RCA) protocol that 
includes defined triggers for initiating an RCA such as severity 1 or 2 production defects, recurring issues, or 
stakeholder-reported impacts. The protocol should also establish clear roles and responsibilities for conducting 
RCAs and reviewing outcomes, along with setting timeframes for completing RCAs following defect identification 
or release. Additionally, incorporating standardized templates or tools for documenting RCA findings and 
associated corrective actions, as well as implementing a tracking mechanism to ensure those actions are carried 
out and monitored for effectiveness, will strengthen the process. Formalizing these elements will help ensure 
RCA practices are applied consistently, improve visibility into root causes, and support long-term defect reduction 
across future releases, including those related to FHIR, MSDs, and AER. 

Criticality 
Rating 

Status 

Open 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 

Recommendations 

Implement a streamlined Root Cause Analysis (RCA) process to identify deployment causes and prevent 
recurrence. To manage resource constraints, consider timeboxing RCA efforts-e.g., 1-2 hours per defect or a 
set number of hours weekly. Within this timeframe, focus on gathering context, analyzing causes, and proposing 
corrective actions. Project PMs can track these actions to ensure follow-through. 

The project should consider automating deployments for resource savings, increased efficiency, consistency, 
faster time to market, improved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

The project should consider automating deployments for resource savings, increased efficiency, consistency, 
faster time to market, improved collaboration and reliability, scalability, version control integration, and rollback 
capability. 

Ensure there are adequate and qualified resources to support the current deployment processes. This may 
require support from RSM resources to provide assistance and knowledge transfer for some more complex 
deployment components. 

As appropriate, consult with RSM on best practices that BHA could employ to support deployment. 

Request the assistance of the RSM Solution Architect in reviewing and correcting issues associated with the 
consistency of configurations across environments, ensuring that the test environment is capable of testing ALL 
functions of any given release without the need for using multiple test environments. 

www.publicconsultinggroup.com 

Status 

On-going 

Open 

Open 

On-going 

On-going 

On-going 
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IV&V Findings & Recommendations 
Release/ Deployment Planning {cont'd) 
Recommendations 

Request assistance from the RSM Solution Architect in reviewing deployment scripts to double-check for 
accuracy and completeness before commencing deployment activities. 

The Project Team should consider evaluating potential changes to improve/enhance existing processes and 
communications to address current release/deployment shortfalls. 

IV&V recommends performing a Root Cause Analysis (RCA) in collaboration with RSM for the continued 
concerns surrounding environment differences. 

IV&V recommends updating the Project's Configuration Management Plan to address the current needs of the 
Project. This should include specific checklists geared at ensuring repeatable promotional processes by DOH. 

Look at implementing 'hard' code freeze dates as well as test environment deployment dates to ensure that 
testing and deployment activities are not rushed. 

Ensure an operational and fully functional test environment is available to effectively conduct end-to-end 
regression testing prior to deploying a release to production. 

Develop a plan to institutionalize the execution of smoke testing for promotions to non-production and production 
environments. This will help to ensure that all components needed to test have been properly deployed prior to 
the actual execution of test activities. 

www.publicconsultinggroup.com 

Status 

On-going 

On-going 

On-going 

Open 

On-going 

On-going 

On-going 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ Key Findings 

Medium Issue: Lack of oversight of the established defect management process could lead to 
lost/forgotten defects and user frustration and could slow the resolution of similar defects in the future. 

46 Finding Update: IV&V continues to observe project focus on the Help Desk and defect management 
processes. BHA is actively reviewing the submitted Help Desk documentation to assess the adoption and 
enforcement of the documented defect management procedures. IV&V will provide feedback and 
recommendations to support alignment with industry best practices. 

Recommendations 

IV&V recommends to: 
1. Send communications to the project stakeholders to clarify the defect management process and the 
importance of logging all defects. 
2. Take steps to assure current and new users understand how to report and/or log defects. 
3. Consider designating a defect management lead or champion to oversee adherence to the process and 
assure all defects are logged. 
4. Keep stakeholders informed about defect status, priority, impacts, and resolution timelines. This could 
increase awareness of the importance of logging defects. 
5. Discuss ways to improve the defect logging and management process with the SI and come up with a plan to 
improve. 

www.publicconsultinggroup.com 

Criticality 
Rating 

M 

Status 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ Key Findings 

Medium Issue: The lack of a governance process for restarting production systems can impact service 
availability and frustrate end-users and hinder accountability. 

47 Finding Update: BHA has engaged in productive discussions around enhancing the communication 
protocol, including potential adjustments to advance notice periods, provider notifications, and language 
preferences, to improve its clarity and effectiveness. However, the updated document has not yet been 
shared with IV&V for review. 

Recommendations 

IV&V recommends BHA 
1. Develop standard procedures for system restarts, including pre-checks, step-by-step instructions, and post­
restart verifications. 
2. Require formal approvals before initiating a restart, especially for INSPIRE, and document all actions in a 
centralized system. 
3. Define clear escalation paths for when restarts do not go as planned, including identifying contacts for 
technical support and management approval for additional interventions. 
4. Automate Restart Procedures where possible. 
5. The governance process is established, it should be effectively communicated to the project team. 
6. Provide stakeholders with a clear explanation of the reason for the restart and the lessons learned, while 
documenting the restart details in the defect record. 

www.publicconsultinggroup.com 
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Status 
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IV&V Findings & Recommendations 
Resource Management 

■ 

34 

Key Findings 

Medium Issue: A shortage of BHA project resources could lead to reduced productivity and project 
delays. 

Finding Update: BHA is currently facing resource challenges in security monitoring, including limited 
staff for managing security tasks, no dedicated person to review audit logs, and a lack of tools for 
efficient log analysis. To address these issues, the team is exploring several options, such as engaging 
a cybersecurity consultant and requesting additional funding for security support. In the short term, they 
are also exploring the incorporation of cybersecurity tasks into existing administrative roles. 

Recommendations 

Utilizing peer-to-peer knowledge sharing, allowing experienced team members to informally share their 
expertise during team meetings. Additionally, creating internal documentation that outlines best practices and 
processes for developing security policies would serve as a self-service resource for the team. 

DOD and CAMHD have further discussions to optimize resource utilization between the two divisions. 

BHA should explore options for offloading project team members' daily responsibilities to other staff. 
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Criticality 
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M 

Status 
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Open 
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IV&V Findings & Recommendations 
Resource Management {cont'd) 

Recommendations 

BHA should work quickly to create new positions and receive State approval. 

BHA should identify tasks and duties that they can ask the SI to assume, as permitted by the contract, which 
are presently being handled by BHA members. 

BHA should explore the use of contractors to fulfill the functions for open project positions. 

www.publicconsultinggroup.com 

Status 

In Progress 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Software Development 

■ 

14 

Key Findings 

Medium Issue: Due to multiple quality concerns, the project may continue to face impactful system 
defects. 

Finding Update: R4.12 was deployed to production on 5/29/25, followed by successful smoke testing 
on 5/30/2025. Users have reported three (3) production defects which the project team is 
analyzing. During May 2025, one new medium-severity production defect was reported. The project 
team continues remediation of existing production defects (see Appendix E), though resolution of lower­
priority issues has been delayed as BHA focuses on higher-priority tasks. Additional production defects 
may emerge as users continue to engage with the R4.12 functionality post-go-live. IV&V will continue to 
monitor key areas, including R4.12, FHIR implementation, any Mid-Sprint Deployments (MSDs), and the 
AER solution. 

Recommendations 

Consider exploring tools and practices that support continuous code quality improvements that could help to 
establish quality standards and assure high-quality code that is secure and can be easily maintained. 

The project increases comprehensive testing prior to joint testing to reduce the burden on BHA testers and 
reduce post-production defects. 

The SI vendor add a "Found In" column to the daily scrum file to indicate the environment where each defect 
was identified. 

The SI vendor provides the total number of defects in production and reports these numbers regularly to BHA. 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

Recommendations 

Evaluate existing project staff skills and experience levels to ensure they meet BHA support requirements. 

Perform CAMHD revenue neutrality fiscal balance testing on a quarterly basis to ensure revenues are as 
expected. 
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Status 

In Progress 

In Progress 
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IV&V Findings & Recommendations 
Project Management {cont'd) 

■ 
42 

Key Findings 

Medium Issue: Lack of effective governance and communication among stakeholders can have 
significant negative impacts on a project in several ways. 

Update: There are no updates for this reporting period. As no governance issues have been identified, 
IV&V is closing this finding. 

Recommendations 

Establish a mutual understanding of the contractual terms and conditions: BHA and the SI have 
discussions to align on a shared understanding of the contractual terms and conditions for the INSPIRE project. 

Create a Governance Structure: Implement a governance structure that defines decision-making processes, 
escalation procedures, and accountability mechanisms. Clarify how decisions will be made, who has authority, 
and how issues will be resolved. 

Develop a Stakeholder Registry, RACI Matrix, and Stakeholder Engagement Plan: Identify key stakeholders 
and develop a plan to engage them throughout the project lifecycle. Tailor communication strategies to address 
the needs and preferences of different stakeholders, ensuring their active involvement and support. 

Clearly Define Roles and Responsibilities: Clearly outlining the roles and responsibilities of each stakeholder 
involved in the project, would ensure that everyone understands their duties and how they contribute to the 
project's success. 
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Criticality 
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Status 
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IV&V Findings & Recommendations 
Project Management {cont'd) 
Recommendations 

Encourage Open Communication and Feedback: Foster a culture of open communication 
and feedback where stakeholders feel comfortable sharing their thoughts, concerns, and 
suggestions. Encourage constructive dialogue and actively seek input to improve decision-making and 
problem-solving. Keep stakeholders informed about project progress, milestones, and key developments 
through regular updates and progress reports. Highlight achievements, challenges, and any changes to the 
project plan or scope. 

Resolve Conflicts Promptly: Address conflicts and disagreements among stakeholders promptly 
and professionally. Encourage dialogue, active listening, and compromise to find mutually acceptable 
solutions that support project goals. 

tic timelines, budgets, Manage Expectations: Manage stakeholders' expectations by setting realis 
and deliverables. Foster a culture of transparency about project constraints a nd risks and 
proactively communicate any changes or deviations from the plan. 

and communication Evaluate and Adapt: Continuously evaluate the effectiveness of governance 
processes and adjust as needed. Solicit stakeholders' feedback to identify ar eas for improvement and 
continuously refine your approach. 

www.publicconsultinggroup.com 
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IV&V Findings & Recommendations 
Software Development 

■ Key Findings 

Preliminary Concern: BHA does not currently have a streamlined report to identify active AER analytics 
users in production. 

Finding Update: While BHA can determine the number of active AER analytics solution users in 
52 production based on user email addresses, the process is manual and lacks a standardized report. 

Although the need for a reporting feature has been discussed, no formal request has been made to 
implement it. This limits efficient user monitoring and may impact future efforts to track adoption or 
support planning. BHA plans to submit a new request. 
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IV&V Findings & Recommendations 
Software Development 

■ 

53 

Key Findings 

Preliminary Concern: User activity tracking for viewing records is limited across systems, which may 
affect transparency and raise potential compliance concerns. 

Finding Update: The BHA team is currently assessing whether systems such as the Provider Portal, 
INSPIRE, and MAX effectively capture user activity, particularly related to viewing records. Although 
some audit data is available, access is limited and often requires navigating through additional channels. 
As such, evaluating the feasibility of improving user activity tracking may be investigated/considered as 
part of future development planning. 
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IV&V Findings & Recommendations 
Project Performance Metrics 

Metric 

Velocity 

Description 

• Review and validate 
the velocity data as 
reported by the 
project 

• Verify the proj t • 
on pace to hit 

ec Is 
the 

total target nu mber 
of US/USP 

www.publicconsultinggroup.com 

IV&V Observations IV&V Updates 

Velocity Metric Trends: 

May: R4.12 was deployed to production on 
5/29/2025 

Release Planned Actual 
velocity velocity 

R4.12 110 111 

Percentage 
attained 

100 

30 



IV&V Findings & Recommendations 
Project Performance Metrics 

Phase 4 Releases Cumulative Variance 

PHASE 4 RELEASE VELOCITY 

Release 

R4.1 

R4.2 

R4.3 

Golden Record Mid-Sprint 
(MSD) 

R4.4 

Planned Actual Cumulative 
velocity velocity variance 

309 114 -195 

85 174 -106 

85 124 -67 
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iJ 
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rn 

162 

R4.5 

R4.6 

R4.7 

R4.8 

R4.9 

R4.10 

R4.11 

R4.12 

0 

240 

95 

84 

111 

111 

111 

111 

111 

110 

68 

225 

76 

103 

50 

107 

71 

162 

132 

111 

-33 
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-75 

-79 

-119 

-68 

-47 

-46 

...J 
w 
0:: 

1). -14 <-, -33 
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RELEASES 

■ Planned velocity ■ Actual 
velocity 

- 19 

Cumulative variance 

Note: The SI has been working on areas not currently reflected in the velocity numbers shown in the table above. 
Once the SI provides those velocity figures, IV&V can incorporate them into the table. ~ 
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IV&V Findings & Recommendations 
Project Performance Metrics {cont'd.) 

Metric 

Defect Metrics 

Description 

Understand and track the 
following: 

• Defects by category 
(bug fixes) 

• USPs assigned to 
defects in a release 
vs. USPs assigned to 
planned US in a 
release 

II 

IV&V Observations 

May- Velocity was estimated at 110 USPs 
for R4.12, 111 R4.12 USPs were promoted 
to production on 5/29/25. 25 of the 111 
USPs were for defect fixing. 
• 77% of the USPs were associated with user 
stories and requests. 
•23% * of the total USPs were 
associated with defects encountered during 
the release effort or pulled from the defect 
backlog. 

IV&V Updates 

The defect percentage for May was 
23% * which is over the target range of 
20% or less of all USPs promoted 
to production. 

Note*: This defect percentage does not include defects under warranty that are assigned zero (0) User Story Points. 
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Appendix A 
IV&V Rating Scales 

This appendix provides the details of each finding and recommendation identified by IV&\/. Project stakeholders are 
encouraged to review the findings and recommendations log details as needed. 

• See Findings and Recommendations Log (provided under separate cover) 
• IV&V Assessment Category Rating Definitions 

The assessment category is under control and the current scope can be delivered within the current schedule. 

The assessment category's risks and issues have been identified, and mitigation activities are effective. The overall 
impact of risk and issues is minimal. 

The assessment category is proceeding according to plan(< 30 days late). 

The assessment category is under control but also actively addressing resource, schedule or scope challenges that have 
arisen. There is a clear plan to get back on track. 

The assessment category's risk and/or issues have been identified, and further mitigation is required to facilitate forward 
Y progress. The known impact of potential risks and known issues are likely to jeopardize the assessment category. 

Schedule issues are emerging ( > 30 days but < 60 days late). 

Project leadership attention is required to ensure the assessment category is under control. 

The assessment category is not under control as there are serious problems with resources, schedule, or scope. A plan 
to get back on track is needed. 

The assessment category's risks and issues pose significant challenges and require immediate mitigation and/or 
escalation. The project's ability to complete critical tasks and/or meet the project's objectives is compromised and is 
preventing the project from progressing forward. 

Significant schedule issues exist(> 60 days late). Milestone and task completion dates will need to be re-planned. 

Executive management and/or project sponsorship attention is required to bring the assessment category under control. 
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Appendix A 
Finding Criticality Ratings 

Criticality 
Rating 

Definition 

A high rating is assigned if there is a possibility of substantial impact to product quality, scope, cost, or 
schedule. A major disruption is likely, and the consequences would be unacceptable. A different approach 
is required. Mitigation strategies should be evaluated and acted upon immediately. 

A medium rating is assigned if there is a possibility of moderate impact to product quality, scope, cost, or 
M schedule. Some disruption is likely, and a different approach may be required. Mitigation strategies should 

be implemented as soon as feasible. 

A low rating is assigned if there is a possibility of slight impact to product quality, scope, cost, or schedule. 
Minimal disruption is likely, and some oversight is most likely needed to ensure that the risk remains low. 
Mitigation strategies should be considered for implementation when possible. 
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Appendix B 
Inputs 

This appendix identifies the artifacts and activities that serve as the basis for the IV&V observations. 

Meetings attended during the May 2025 
reporting period: 

1 . Daily Scrum Meetings 
2. Daily Design Meetings 
3. Twice Weekly RSM Issues Meeting 
4. Weekly BHA-ITS Program Status Meeting 
5. Bi-Weekly Check-in: CAMHD 
6. Bi-Weekly Check-in: ODD 
7. BHA (CAMHD & DOD) IV&V Joint Meeting 
8. IV&V Draft IV&V Status Review Meeting with DOH 
9. DOH BHA IT Solution Project - Steering 

Committee 
10. US# Testing & Request Items 
11 . AER Analytics Bi-weekly Meeting 
12. IV&V Interviews 

Eclipse IV&V® Base Standards and 
Checklists 

Documert 

www.publicconsultinggroup.com 

Artifacts reviewed during the May 2025 
reporting period: 

1. Daily Scrum Notes 
2. Twice Weekly Issues Meeting Notes 
3. Weekly BHA-ITS Program Status Report 
4. Release 4. 7 Release Notes 
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Appendix C 
Project Trends 

www.publicconsultinggroup.com 

Practice 
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Appendix D 
Acronyms and Definitions 

Acronyms 

DOH 

BHA 

CAMHD 

FHIR 

DOI 

ODD 

SI 

USP 

SME 

SIT 

MS 

MSD 

ADO 

SLA 

RCA 

UAT 

OJT 

KT 

SFTP 

IV&V 

MQD 

Definition 

Department of Health 

Behavioral Health Services Administration 

Child & Adolescent Mental Health Division 

Fast Healthcare Interoperability Resources 

Design Development Implementation 

Developmental Disabilities Division 

System Integrator 

User Story Points 

Subject Matter Expert 

System Integration Testing 

Microsoft 

Mid Sprint Deployment 

Azure DevOps 

Service Level Agreement 

Root Cause Analysis 

User acceptance testing 

On-the-Job Training 

Knowledge Transition 

Secure File Transfer Protocol 

Independent Verification and Validation 

Med-QUEST Division 

CMS Centers for Medicare & Medicaid Services 

AER Adverse Events Report 
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Appendix E 
List of Production Defects 
~ Work Item TypeEf Divisi3 Tit le ----S Prior3 Severity G Foun ;y Created Dat-;-g RCA Categories 

Bug - Calculator 3.0 - Users able to schedule service past ISP end date 

1 33841 Bug DDD again Pending Approval 3 3-Medium PROD 5/l 7 /2023 8:22 
2 34110 Bug DDD Bug - Individual Budget unlinking from Service Authorizations Pending Approval 2 3-Medium PROD 7/27/2023 15:40 

3 34238 Bug CAMHD BUG - Assessment Entity Init ial Save Time - IMHE Evaluated_On Hold 2 3-Medium Prod 8/l 7 /2023 2:33 
4 34242 Bug DDD Bug - Case Merge - Contact Notes not merging; Permissions error New 3 3- Medium PROD 8/17/2023 8:44 

CAMHD Bug - Credentialing documents not copied into PROD during Data 

5 30634 Bug CAMHD Migration Completed in QA_Test 3 3- Medium PROD 2/16/2021 15:45 

6 30726 Bug DDD Portal signature fields do not accept touchscreen input Evaluated_On Hold 2 3- Medium PROD 9/17/20219:07 
7 34969 Bug DDD ODD - Duplicate Provider Plans Completed in QA_Test 1 3-Medium PROD 2/23/2024 5:58 

8 33550 Bug CAMHD Bug: "Progress Notes Associated to Invoices" page not loading New 3 3- Medium PROD 3/31/2023 17:11 
ODD - Cal3.0 - BiMonthly Recurrence authorization not taking into acco unt 

9 35278 Bug DDD Unit of Service Pending Approval 2 3- Medium PROD 6/3/2024 11:53 

10 35317 Bug DDD ODD - Plan Services with no Provider Plan Active 2 3-Medium PROD 6/24/2024 9:06 
11 36383 Bug DDD ODD - Calculator problem with paid base and add on New 2 3- Medium PROD 9/26/2024 9:19 

12 36854 Bug DDD ODD - Inspire - backed up ISP in the wrong place Completed in QA_Test 1 3- Medium PROD 10/31/2024 3:13 
Both - "On deactivation of Plan Service -deact ivate re lated Provider Pla n 

13 37186 Bug Both Service Flow" issue Completed in QA_Test 1 3-Medium PROD 12/6/2024 9:10 Environmental Discrepancies 

ODD - Data Update to Account for Missing Provider Plan Value on Plan 

14 37663 Bug DDD Service Completed in QA_Test 1 3- Medium PROD 1/23/2025 8:01 

15 37694 Bug DDD DOD · TCM batch file date is different in PROD from other environments Pending Approval 2 3 - Medium PROD 1/29/2025 8:25 
DOD - Incorrec t Columns displaying on Provider Plan subgrid (Act ion Plan 

16 37733 Bug DDD tab of ISP) Evaluated_On Hold 1 3 - Medium PROD 2/5/2025 5:37 
17 37791 Bug DDD DOD - CIT Referral: Create Document Location Flow Fai lures Pending Approval 2 3- Medium PROD 2/10/2025 9:30 

18 35450 Bug DDD DOD - Calculator not print ing correctly Pending Approval 2 3-Medium PROD 7/26/2024 8:36 

19 37793 Bug DDD DOD - ISP Report Generat ion Issues New 2 3- Medium PROD 2/10/2025 10:06 

20 38391 Bug DDD DOD - Inspire AER - RN signature disappears Completed in QA_Test 2 3- Medium PROD 2/27/2025 8:27 
21 38496 Bug DDD DOD - CMU Supervisor Oashboard--LOC subgrid is blank Completed in QA_Test 1 3- Medium PROD 3/5/2025 4:24 Design Errors 

22 38529 Bug DDD DOD - AER Remediation Plan of Action Print Name fie ld Completed in QA_Test 2 3-Medium PROD 3/10/2025 3:31 Design Errors 

23 38625 Bug DDD DOD - Calculator mid-year changes not saving New 2 3- Medium PROD 3/14/2025 8:14 

CAMHD - Remove single quotes in texts in Provider Referral "Selected for 

24 39412 Bug CAMHD Service": Creation of Sub-folders in Provider Portal Document flow Completed in QA_Test 2 3-Medium PROD 3/20/2025 10:20 

25 39797 Bug DDD ODD -AER entry error when Provider tried to submit the AER New 2 3- Medium PROD 4/16/2025 5:29 
DOD - ABAS Scores not populat ing correct ly on Case Summary when record 

26 39977 Bug DDD is deact ivated Completed in Dev 2 3- Medium PROD 5/6/2025 8:31 
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Regre$$iontesting The h1ckofcomprehen$ive automatedregression R3.3 introduc;eda defectthatdepreaitedfeatures in 1. To ensure effective Tosca testing, it is crucial for both divisioos to S/31/2S - Regre$$ion testing was succe$$fully exec;uted from S/19/202S to 5/28/2025. PCG's Phase 1 analysis of Test Practice 
testinghaslikelyledtopost-productiondefects, production spec;ificto lntegratedSupport andUfe align on a unified rl1$0Urce allocation strategy. Given the limited DOO's test infrastructure has facilitated its selection of a hybrid approach centered on creating automated regre$$ion Validation 
causing user frustration. Trajectory functionality. ODO has informed IV&V that there availabi lity of resources, open c;ommunication and c;onsensus­

are other eKamples offunctionality being deprecated after buildingareessential foropt imizingtesterutilization.By 
a release,someofwhicharesti ll beinginvestigated.A$of collaboratingtoprioril izetesting efforts,shareaiti ca l testcases, 
th isreport, IV&Vhasnotevaluatedtheproject'srootcause and identifyoverlappingareas,thedivisionscanachieve 
analysis (RCA) process used to determine why such comprehensive regre$$ion testing without overburdening a single 
functionality was depreaited but will disc;uss further with resource. This collaborative approach will balance workloads, 
SHA in January 2020. streamlineproc;esses,andenhance testcoverage,minimilingdelays 
Thorough vettingandvalidationofregressiontestcases andbottlenec::ks.Ultimately,itwillenablebothdivisionsto 
arenec::essary to prevent defectswhenareleaseispushed efficient lymeet their testingobjectives. 
live. When defectsoccur inproduction,theprojectshould 
follow a defined and repeatable process for determining 2. A balanced approach that combines manual and automated 
therootcauseof theproblem. regression testing toensurebroadtestcoverageandfll:')libility. 

tests. The Tosca Automated Regre$$ion Testing SME is streamlining the DOD tests to integrate with CAM HO tests, an 
effort expected to reduce manual testing t ime, improve test reliability, and provide a unified framework. 

4/30/2S - R4.11 Regre$$ion testing was succe$$fully exec;uted from 3/25/2025 to 4/2/2025. CAMHD executed both 
manual and automated tests, whi le 000 carried out manual regression testing. 
In Apr il 2025, the project onboarded a Tosca Automated Regression Testing SME. The overall approach for 
automated regression testing wi ll be finalized by the end of April 2025, with exec::ut ion cont inuing through May 2025. 
The INSPIRE project will have an updated suite of automated test scripts, a Iona with knowledge transfer and training 
fortheidentifiedDODstaff. 

3/31/25 -TheSl hasupdatedtheAER regressiontestscripts. RegressiontestingforR4.ll beganon3/25/25and is 
scheduled for completion by4/2/25. For this release, CAM HO will perform both manual and automated testing, 
while ODO will primari ly focus on manual regression testing. To ensure continued support for future Phase 4 

3. Having board(s) in Azure OevOps or a document on SharePoint releases-R4.12 and beyond-the project will be onboarding a Tosca Automated Regre$$ion Testing Subject Matter 
that provides information about the status of regression testing E.xpert (SME) in early April 2025, wi th work scheduled to begin subsequently. This effort is E')lpected to take place in 
automation, to faci litate visibility and transparency to BHA project April and May 2025. Upon completion, the INSPIRE project will have a fully updated and comprehensive set of 
personnel and stakeholders. automated test scripts. Additionally, documentation, knowledge transfer, and training will be provided to the ODO 

staff to ensure they can effectively maintain and update the scr ipts going forward. 
4. IV&V recommends reevaluating the schedule priorities by 

distributing the work ac;c;ording to the resource bandwidth. This will 2/28/25 - Regre$$ion Testing for R4.11 is scheduled from 3/25/2025 to4/2/2025. CAMHO will perform both manual 
ensure that the schedule is not impacted and that the work is done and automated tests, while ODO will foc;us exdu$ively on manual regression testing. To support future Phase4 
efficiently between regression testing and Golden Rec::ord (GR). releases, including R4.ll and beyond, the project will onboard a Tosca Automated Regre$$ion Testing SME, with the 

worksettobeginon3/10/2025.TheSl has uploadedand l:')lec;uted one regression testcasefortheAERprojectand is 
S. Pursue and complete additional formal training in Azure OevOps preparing additional regression test scripts with estimated c;ompletion before the R4.11 go-live. 
andTricentisfor testautomationassoonandc;ompleteeffortsto 

automate the two primary regression test scripts. 1/31/25 - Regression Testing for R4.10 Is scheduled from 1/29/2025 to 2/5/2025. One defect (view on the 000 
supervisor dashboard) has come out of regre$$iOn testing. CAM HO will conduct a mix of manual and automated 

6. IV&V recommends 000 and CAM HO to develop a common and testing, whi le 000 wi ll focus on manual regression testing. To support future Phase 4 releases beyond R4.10, the 
consistent approach acr0$S divl$ions for performing regression project plans to onboard a Tosca automated regression testing Subject Maner Expert (SME). The plans and tlmeline 
testing. for Tosca automated regression testing are being reviewed, with plans to c;ommenc;e work on 3/1/2025. For the AER 

b----t-,--,,-.,,,.---t-,--,--,-,-,--,,----,----,---t-,--,-,...,.--.,.,.-=-,--,----,-----,,--,-,-,---t=,-----,--------------iproject,theSl ls preparlngtoconductregressiontest ingonAERfunctionality. 
14 Code quality Due to mult iple quality concerns, the project may System defects Identified In August that affected claims IV&V recommends: 5/31/25 - R4.12 was deployed to production on 5/29/25, followed by successful smoke testing on 5/30/2025. Users Software 

cont inue to fare impactful system defects. were due to mult l-faceted quality issues were Individually 1. Closer collaboration between divisloos to review reported defects, have reported three (3) product ion defects which the project team is analyzing. During May 2025, one oew medium- Development 
addressed during th is reporting period. IV&V notes that ensuring a shared understanding and alignment, particularly severity production defect was reported. The project team cont inues remediat ion of existing production defects (see 
there is one remaining defect sti ll being evaluated that regarding the severity and priority of production defects. Appeodix E), though resolution of lower-pr iority issues has been delayed as BHA focuses on higher-priority tasks. 
affects a limited number of claims. Overall, the Project Additional production defects may emerge as users continue to engage with the R4.12 functionality post-go-live. 
Team has responded with a commitment to increase 2. Consider exploring tools and practices that support c;ontlnuous IV&V will corttinue to monitor key areas, including R4.12, FHIR implementation, aoy Mid-Sprlrtt Oeploymems (MSOs), 
projectqualityand isintheprocessofidentifying codequal!ty lmprovementsthatcouldhelpto establishquality aodtheAERsolution. 
lmprovementstoassociatedtestingprocesses.These $taodardsandassurehigh-qualitycodethatissecureandcanbe 
currently Include: Performing Revenue Neutrality Testing easi ly maintained. 4/30/25 - R4.11 was successfully deployed on 4/3/2025, with Smoke Testing successfully completed on 4/4/25. A 
to ensure e)q)E'Cted revenue streams are largely unchanged Mid-Sprint Deployment (MSO) was also performed on 4/18/25, which induded four (4) User Stories. 
from one period to the nelCI. Conducting System Integration 3. The project Increases comprehensive test ing prior to joint testing One of the two previously reported high-severity defects was resolved and deployed with R4.11. The second Issue 
Testing, User Acreplance Testing, Performance Test ing, to reduce the burden on BHA testers and reduce post-production appeared to be related to a Microsofl service error and was resolved on 4/18/25, when Microsoft performed a 
and Regression Test ing for Release 3.10. IV&Vwill defects. rollback. Addillonal unresolved production defects have been identified following the R4.11 deployment, and the 
continuetomonltorthetest ingeffortsthroughoutthe 
balanceofRelease3.t0andvalldatethatenharn;edquallty 4. TheSlvendoradda "Foundln" column tothe dallyscrumnleto 

project team Is currently working to confirm the number of new defects. The project team continues to address other 
outstanding productlondefects(seeAppendixEfordetalls). BHA ls currentlyprloritlzlng hlgher-severltytasks,whlch 
have delayed the the resolution of lower-pr iority issues; however, remediation efforts remain ongoing. lV&V will 
closely monitor R4.11, FHIR Implementation, any Mid-Sprint Deployments (MSOs), aod the AER solution. 

processes, lnciudlng lndustrystandard regressiontestina, lndlcatetheenvlronmentwhereeachdefectwasldentifled. 
continue for Agile Release 3.11 forward. Anally, IV&V 
reviewed and provided feedback on the Help Desk and 5. The SI vendor provides the total number of defects In production 
Semantic Layer design documents per request and found and reports these numbers regular ly to BHA. 3/31/25 - The AER solution Is lo production. The project team closely monitored the solutlon to ensure stability, 

quickly resolve issues, and help users adjust to the new system (also known as Hypercare); Hypercare ended on 
3/21/25andtheprojectlsprlorltlzlngtheproductbacklog.TheAER teamworkeddillgentlytociosealldefects 
reported during Hypercare. The AER solutlon's progress Is being dlsc;ussed In regular meetings between key 

stakeholders. 

thatbothdocumemslackeddeslgndetalls. 
TheldentifiedquaUty lssueshavenegativelyaffectedDOH 6. Theprojectevaluateexlst lngprojectstaffsklllsandexperlence 
bll l!ng processes and DOH has stated these are the most level to ensure they meet BHA support requirements. 

lmpactfuldefectsdlsooveredtodate. 
7. The project perform CAM HO revenue neutrality fisca l balance Since the deployment of R4.10 on 2/6/25, the project has Identified additional unresolved production defects, 
testing on a quarter ly basis to ensure revenues are as expected. loduding 1 high-severity defect, In Azure OevOps (ADO) (see Appendix E for details). BHA Is prioritizing higher­

priority tasks, which has delayed the resolution of these lower-priority issues, although remediation efforts are 
8. Theprojectasslgri dedlcated resourcestoprovideoverslghtof uoderway. 
CAMHO Fiscal Processes. The R4.11 go-live Is scheduled for 4/3/2S. IV&V continues to express concern about code quality and will closely 

monitor R4.10, FHIR, any MSOs, and the AER solution. 
9. The project monitor Implemented Improvements for effectiveness. 

2/28/25 - R4.10wasdeployedtoproductionon2/6/2025. Thatsameday, users reportedacrlt lcal defect,promptlng 
10. Performing an RCA In collaboration with RSM aher all future the deployment of a hotflx with a workaround on 2/7/202S. 

- --
Issue Medium o,.. 12/31/2019 GautamGulvady 

Issue Medium 9/30/2020 GautamGulvady 

~----~----~----------~-----------~~"'~"~"~••~•l~oy~m•~""~'~" ~oo~"'~'""~•'~•"~•~ll<y~lm~p<~-='°'=· --~Followlng thedeploymerttofR4.10,theprojecthasrecordedflveaddltionalunresolvedproductlondefects: twohlgh ~----~---~~---~~---~----~----~----~----~----~ 
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Umited BHA re$0urc:es Shortage of Behavioral Health Administniti(Nl Kev BHA project resources have reported constr;iints on 
(BHA) project resources could lead to reduced how muc;h time they c;;in devote to the project. The 
productivity andprojectdelays. departureoftheChild;indAdolesc;entMentalHealth 

Division {CA.MHO) System Management Office Manager 
andCA.MHOlnspireProjectL.eadc;ouldfurther impactthe 
projectifDOHc;innotac;quire$Uitableresources.Thelack 
of c;;ip;icity of the OOH test script developer has slowed 
OOH'sautomiiltedtestscriptdevelopment. 
lfBHAis unable tofullystafftheprojectandtheirexisting 
resourcescont inuetobec;onstrained,theprojectc;ould 
experienre;ireductioninproductivityandprojectdelays. 

....... ,_ 
S/31/2S- BHA is currently facing re$0urre challenges in security monitoring, irn;luding limited staff for managing Resourre 
securitytasks,nodedic;itedper$0n to reviewauditlogs,and a lackoftoolsforefficient logan;ilysis.To;iddressthese Management 
issues,theteam isexploringseveraloptions,suchasengaging ac;ybersecurityconsultantand requesting;iddit ional 
fundingfor securitysupport.ln theshortterm,they;ireal$0exploringtheirn::orporationofc;ybersecuritytasksinto 
exisling;idministraliveroles. 

4/30/2S -To address a few of the resource challenges the project has fated, in early April 202S, ODO onbo;irded a 
Tosc;a Automated Regression Testing Subject Matter Expert (SME). To support a suc;c;essful onboarding, ODO provided 
system demos, training miilterials, and f;icilitated collaboration with the CAM HO and SI team. Internal ODO resources 
have been identified for knowledge tr;insfer related to regression testing. This wi ll enable an efrective transition for 
maintaining the autom;ited testing $Uite. Additionally, CA.MHO and ODO are actively working to identify and secure 
resourcestosupporttheBusinessAnalvstroles. 

3/31/2S - BHA is actively doc;umenting knowledge to m;inage st;ifftr;insitions and reduce resource strain. The team 
is creating knowledge tr;insfer artitles to c;;ipture key information, but some gaps remain. A key cha llenge is 
c;onverting inues into tle;ir, doc;umented ;irtic;les, as informal communic;;ition (emails, calls, or ad hoc; disc;unions) 
tan bypass the help desksvstem. To improve consistenc;y ;ind visibi lity, BHA is wortdng to eosure all relevant inues 
.ire properly logged ;is help desk c;;ises when appropriate. To further address the resourcing challenge, ODO will be 
(Nlboarding a Tosca Automated Regression Testing Subject Matter Expert (SME) in eartv April 202S to improve c;ross­
tr;iin ing and support. The kickoff mttting took pl;ice on 3/17/2S. As part of this project, PCG will work wit h ODO to 
identifythe resources;indproc;essesfortheongoingmaintenanreofregressiontesting sc:ripts.Additionally,training 
willbe sc;heduledinMay202S. 

2/28/2S-BHA isdevelopingasuc;c;essionplantoaddressthepotentialdepartureofkeyper$0nnelandis;ictively 
working on having re$0Ur«'S doc;ument knowledge ;is team members transition. This proactive approach aims to 
ensure c;ontinuity and preserve enential information. One example of this effort is creating ii knowledge base within 
the Help Desk system in Dynamics, which serves ;is a rentralized resourc;efor troubleshooting and support processes. 
By documenting processes, workftows, and troubleshODl ing steps, BHA eosures that future staff can ac;c;ess the same 
Information and continue operat ions smODlhly, even as experienced team members move on. 

1/31/2S - IV&V was informed that $Orne cross-training had been conducted, but conrerns remain regarding the 
Insufficient knowledge transfer for crit ical tasks. While a limited amount of knowledge transfer oc;c;urred conrerning 
theprovlderportal,itwashighlightedthatmorecomprehenslvecross-tralning isneeded,particularlyforthe 

-
Issue 

Oeploymentprocess. Ouetoon-going deployment processesand Several post-production bugs have been encountered in the The project team is recommended to develop and document a S/31/2S- R4.12 was successfully deployed to production on 5/29/202S. However, there was a misunderstanding Release/Deployment Issue 
technicalexecutionissues,theProjectmay Phase 4 release, R4.4. formal Root Cause Analysis {RCA.) protocol that indudes defined about whether one of the Items on the deploy Ust was actually deployed. lV&V is having discussions with the Planning 
cont inue toencounterdefectsandchallenges,e.g., Regarding thebug, "HumanServicesResearchlnstitute triggersfor lnit iatinganRCAsuchasseveritylor 2production deployment team on how the process can be Improved to avoid such misunderstandings from recurring. Whi le the 

project team reports that a Root Cause Analysis {RCA.) process exists, IV&V has not received documentation of a 
formalizedprocess.Additlonally,formalprotocolsanddefinedcriteriaforlnltlatingRCAshavenotyetbeen 
established.Speclflcally,thereisnodocumentedguidanceoutllningthetriggers,thresholds,orconditionsunder 
which an RCA. is required (e.g., severity, recurrence, or business impact of defects). This gap limits the consistent and 
effectiveappllcatlonofRCA.practlces,reducingtheirutilityinaddressingandpreventing recurrlngproductionissues. 
IV&Vencourages timely adoption of these practices to support long-term quality improvement and wi ll continue 
monitoring deployment qual!ty across R4.12, FHIR, MSOs, and the AERsolution for any related defect trt'flds. 

when releases are in production or in meeting (HSRI) flow Is failing In production• (bug# 34886 defects, recurring Issues, or stakeholder-reported impacts. The 

projected t imellnes for production and non- https://dev.azure.com/OOHBHA/OOH%20BHA%201NSPIRE/ protocol should also establish clear roles and responsibilities for 
product ion deployments. _workitems/edit/34886), what Is In development and conducting RCAs and reviewing outcomes, along with setting 

deployed Is vastly different from what was deployed to timeframes for completing RCAs following defect identification or 
production. 

Therootcausefor theseerrors isc;urrentlybeing 
Investigated. 

Repeatabledocumentedrelease anddeploymentand 
resourcese:cper iencedwith deploymentswillhelpeosure 
thatmlstakesaremlnlmlzed andthatlurn::tionalitylsnot 
mlstakenly deprecatedwhendeploymentstakeplare. 

release. Additionally,incorporatlngstandardizedtemplatesortools 
fordocumentingRCA.flndingsandassociatedcorrectiveactions,as 
well as Implementing a t racking mechanism to ensure those actions 
arecarrledoutandmonitoredforeffectivt'fless,willstrengtht'flthe 
process.Formal!zingtheseelementswillhelpeosureRCApractices 
areappl!edconsistently,improvevlsibilityintorootcauses,and 
$Upportlong-termdefectreductlonacrossfuturereleases,induding 
those related to FHIR, MSOs, and AER. 

2. Implement a streaml!ned Root Cause Analysis (RCA) process to 

Identify deployment causes and prevent recurrenre. To manage 
resource constraints, consider t lmeboxlng RCA efforts-e.g., 1-2 
hoursperdefectoraset numberof hoursweekly.Withln thls 
timeframe,focusongather!ng context, analyzlngcauses,and 
proposlngcorrectlveactlons.ProjectPMscantracktheseactloosto 
ensure follow-through. 

4/30/2S- R4.11 was successfully deployed on 4/3/202S, with Smoke Testing successfully completed on 4/4/25. A 
Mid-Sprint Deployment (MSO) was also conducted on 4/18/2S, which included four (4) User Stories. One earlier high­
severity defect was traced to a Microsoft servire error and was resolved on 4/18/25. A secood high-severity issue 
was later Identified as deployment-rela ted. While an RCA. was documented and shared via email, the Issue was not 
logged in Azure OevOps (ADO) as per standard procedures and was instead tracked Informally. Additional unre$Olved 
production defects have been Identified followlng the R4.ll deployment, and the project team Is currently working 
to confirm the number of new defects. RODI Cause Analyses (RCAs) are not currently being consistently documented 
forproductiondefects,andtheprojecthasyettoeffectlvelyleverageRCA.findlngstoreducepost-productl(Nldefect 
rates. The project team acknowledges the value of establishing a formal RCA. process, and further discussions are 

planned.lmplementlnga robustRCA.processmayhelp reducedefect recurreocebyaddresslnsunresolvedor 
unidentified root causes. IV&V will continue to monitor the deployment quality of R4.11, FHIR, MSOs, and the AER 
solutlontoldentifyanydeployment-relateddefects. 

3. The Project should consider automating deployments for resourre 3/31/25- It remains unclear whether RCAs {RODI Cause Analyses) are adequately documented for defects deployed 
savings, Increased efflclenc;y, conslstenc;y, faster t ime to market, Into production, and whether the project Is effectlvely utllizlns RCAs to minimize post-productl(Nl defects. BHA has 
Improved collaboratlon and reliability, scalability, version control Indicated that re$0urre constraints have Impeded $Orne RCA. efforts. Neslectlns to implement RCA processes could 
lntegratlon,androllbackcapablllty. resultlnheighteneddefectrates, lncludlng recurr lngissues duetounldentifledaod/orunresolvedrODlcauses.With 

the R4.11 go-live scheduled for 4/3/25, IV&Vwlll continue to monitor the deployment qual!ty of R4.10, FHIR, MSOs, 
4. Ensurethereareadequateandquallfledresourc:estosupportthe andtheAERsolutlontoldentifyanydeployment-relateddefects. 
c.3urrent deployment processes. This may require the support from 

RSM resources to provide asslstanre and knowledge transfer for 2/28/25 - The R4.9 deployment-related defect Is vet to be addressed. R4.10 was deployed to product ion on 
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Umitedtesting 

Backlogm~ings 

Umited testing proi::esses can lead to poor-quality There is a limited understanding of the testing proi::esses IV&V recommends enhancing the smoke IE!$l ing Kripts to better 5/31/25 - R4.U was depl~ to product ion on 5/29/2025, followed by succeuful smoke IE!$ting on 5/30/2025. Test Practice 
software, project delays and extended user and the roles and rE!$ponsibi lities of those involved in the align with high-risk and business-c::ritic;al wortflows. However, users subsequent ly reported three production defects that were expected to have been identified during Validation 
acceptance IE!$ting. protE!$S. There is no formal proc;e$S for the development, As part of this effort, it may be helpful to review recent production smoke testing. R4.12 regreuion testing was conducted from 5/19/2025 to5/28/2025 and completed suc;c;essfully. 

Theabsenceofseparate dedicatedproduct 
backlogreview meetingscan leadtoundear 

review, and approval oftest scenarios, test ca SE!$, and test defects to identify areas where test c;overage could be improved. CAMHO and ODO foi::used on manual regrE!$sion IE!$t ing. Addit ionally, the Tosca automation expert is reviewing 
rE!$u lts to ensure adequate participation and approval from Elcpanding smoke tE!$1 sc;enarios to indude key functional paths with current functionality to identify optimization opportunil iE!$ and is developing recommendations and effort est imates 
state staff. a history of defects, along with exploring opportuniti es for to enhance the automated regrE!$sion IE!$t ing framework. The project team continue$ to wort on resolving 
When testing user stories 34564 and 34756 on 1/31/24, automation, can contribute to more efficient and consistent post- outstanding production defects (Stt Appendix E). IV&V wi ll cont inue to monitor key areas, including R4.12, FHIR 
the test tasks did not rdlect the rea l use cases to give deployment va lidation. These enhancements are intended to support implementation, any Mid-Sprint ~ployments (MSOs), and the AER solution for quality iuues. 
stakeholdersadequateconfidence thattheuserstorycould strongerreleasereadinessandhelpminimizetheriskofpost-
betested./uaresult,timewasexpendedbytesting deployment iuues. 
resources,testingwasinadequate,andauserstorymay 
have been deemed tom~ functionality when ii did not. Make efforts to implement a streamlined Root Cause Analysis (RCA) 

proc;ess toidentifythec;ausesofdefectsandprevent rewrrence. 
Ouetoprojectresourc;econstraints,proposetimeboxingRCAefforts 
foreach defect introduc;edintoproduction.Timeboxinginvolves 
alloi::atingafixedperiod(e.g., 1-2hoursperdefectorasetnumber 
ofhoursperweek)for fotusedRootCauseAnalysis(RCA)activities. 
Theseact ivit iesmayincludequicklyga theringdefectc;ontext, 
analyzingpotential causes,and proposingcorrectiveactions,aH 
within thespecifiedtimeframe. ProjectPM(s)c;anoversee the 
trackingofc;orrectiveactionstoensurec;ompletion. 

IV&V recommends that, after fiJdng a defect, the SI incorporate 
relevanttestc;asestovalidatethesefixesinsubsequentreleases. 

IV&V hasrequesteddiscussionsonvarious aspectsofthe lNSPIRE 
testingproi::euwithafotusonproi::esssuthastrackingtest 
coverageand requ irementstraceability, considerlngnew 

development of Access Rules, Document management/digitization. 

AStakeholderReglsterhelpsidentifyandunderstand allproject 

4/30/25 - R4.11 was successfully deployed on 4/3/2025, with Smoke Testing succeufully c;ompleted on 4/4/25. A 
Mid-Sprint ~ ployment (MSO) was also performed on 4/18/25, which induded four (4) User Stories. Addit ional 
unresolved production defects have been identified following the R4.11 deployment, and the project team is 
currently working to c;onfi rm the number of new defects. The project team c;ontinues to address other outstanding 
production defects (see Appendix E for details). The project team has enhanced smoke test scripts to provide more 
c;omprehensivecoverage, includingfunctionalitysuch astheProviderPortal.Tofurther.strengthenqualityassurance, 
the project onboarded a Tosca automated regression test ing expert in early April 2025, with work scheduled to begin 
shortly thereafter. This regreuion testing effort is expected to span April and May 2025. The expert will foi::us on 
repairingexistingToscascriptsand reinitiating automated testingefforts. 

3/31/25 -The AER solution is in production. The project team closely monitored the solution to ensure stability, 
quickly resolve iuues, and help users adjust to the new system (also known as Hypercare); Hypef(are ended on 
3/2l/25andthe project isprioritizing theproductbacklog.TheAER teamworkeddiligentlytoclosealldefects 
reportedduringHyperc;are. 
SincethedeploymentofR4.10on2/6/25, theprojecthas identifiedadditionalunresolvedproductiondefects, 
including 1 high-severity defect, in Azure OevOps (ADO) (Stt Appendix E for details), despite testing at the unit, 
system integration (SIT), regreuion, joint, and smoke testing levels. In response, the System Integrator (SI) is 
enhancingsmoketestKripts toprovidemorec;omprehensivecoverage, im:ludingfunctionalitysuch astheProvider 
Portal.Tofurtherstrengthenqualityassurance,the projectwillbeonboardingToscaautomated regressiontest ing 
expert in early April 2025, with work scheduled to begin subsequently. The expert will focus on repairing exist ing 
Toscascrlptsandrelnit lat ingautomatedtestlngefforts. 

stakeholders, ensuring their needs are met and risks are managed 2/28/25 - R4.10 was deployed to production on 2/6/2025. Since the deployment of R4.10, five addit lonal unresolved 

Currently,productbacklog reviewsaredone durlngdeslgn 
meetingsand/orweekly issuesmeetings.Thiscan leadto, 

through effective communication. A RACI clarifies roles and production defects have been recorded In Azure OevOps (ADO) (see Appendix E for detai ls): two high severity, two 

IV&V recommends: 

pr iorit ies, misalignment with stakeholders, e.g., scattered focus, limited stakeholder engagement, 
inadequaterefinemen1, and increasedriskofscope difficu lty lnmanagingcomplexity,anddelayeddeclsion 

1. BHAcontlnuetoconduct thesemeetingsregularlyandmature 
the practlceover t ime,as theyprovidetangiblevaluelnsustaining 
projectvelocityand reducingrework. 

S/31/25 - BHA continues to hold backlog review meetings, with the most recent seuion conducted in April 2025. 
Theseeffortsrepresentaposltivesteptowardaligningprloritles,managingtethnlc.al dependencles,andclearly 
defining backlog items to support development and test ing. While no sessions have yet been scheduled for May, 
IV&V understands that the team is s1 ill accl imating to roles and processes. lV&V plans to attend future backlog 
prioritizationmeetingstosupportth iseffort. creep. making. 

A productbacklogreview isanessent ialpart ofagile 
projectmanagement,particularly in Scrum. lt'sa 

2. Separate dedic:atedproductbacklogreviewmeetings(durlng 
sprlnts)would allowdarifylnganyambiguitlesorum:ertainties,re-

collaborat ive meeting where the Scrum team, lnduding the priorit ization, esl imation, and refinement of backlog items. This 
4/30/25 - IV&V was invited to attend the 000 Backlog Prioritization Meeting. Several key items were discussed, 
Including: 

Product Owner, Scrum Master, and development team would allow the project team to avoid situations where decisions - Apple Health 
members, inspect and adapt the product backlog. about Including items mid-sprint would have to betaken. - Calculator 

Theproductbacklogreview isan importantScrum 
ceremonythathelpskeepthebacklogrelevant,up-to-date, 
and al!gnedwiththeproject'sgoalsandprloritles.Here'sa 
summaryofwhattyplca llyhappens durlngaproduct 
backlog review: 

1. Inspecting Backlog hems: The team reviews the Items on 

the productbacklog.Thlslnvolwesdl.scusslnseathltem, 
understandlng ltspr!or lty,value,andacceptancecrlterla. 

2. EnsurlnsClarity: The teamensuresthateathbacklog 
Item Is clear and well-understood. MY ambiguities or 
uncertalntles are clar lfledatthis.stage. 
3. Est imation: Estimation of backlog Items may occur 

durlngthe revlew.Theteammayusetechnlquesllkestorv 
polntsorrelatlveslzln111oestimatetheeffort requiredfor 
each Item. 
4. Re-pr!orltlzatlon: Basedon newlnslghts,changesln 
requlrements,orstakeholderfeedback,theteammayneed 
tore-prlorit lze ltems ln thebacklog. 

S. Removing or Adding hems: hems that are no lenser 
relevantor necessarymayberemovedfromthebacklog. 
New Items that emerge or are Identified as important may 

- ProvlderandCustomerPortal Oocuments 
Whi le the meeting addressed these Items, many of the backlog items still require estimation. 000 is currently 
working to complete these estimations. lV&V is reducing the risk rating from medium to low due to the progress 
made In backlog prior it ization and ongoing efforts to complete estimations. 

3/31/2S- Product Backlog meetings are being Kheduled, and the IV&V team has been Invited to attend. These 
meetingsareessentialforallgnlngprlorlties,managlngtechnical dependencles,andensuring that backlog ltemsare 

well -defined for development and testing, helpln11 to maintain project velocity and minimize rework. 

2/28/2S - BHA plans to Khedule other backlog review meetings and will notify IV&VaccOJdlngly. While some 
meetingshavealreadyoccurred,aconslstentbacklog reviewschedule is.stillbelngestabllshed. Effortsarealso 
underway to Improve the backlog review process. Regular meetings and process enhancements will help ensure 
alignment, facilitate t imely Issue resolution, and keep the project moving forward efficiently. 

1/31/2S - BHA remains satisfied with the backlog prior it ization. However, CAM HO, having conducted surveys and 

user group interviews In 2019 and 2020, Is concerned that gathering feedback from a broader user base might lead 
to addit ional requests without proper pr ioritization. 000 mentioned that the next product backlog meeting Is 
scheduled for Monday, 2/2/2025, due to current team availability and ongoing commitments. Additionally, IV&V will 
belnvltedtoattendthesebacklogmeetlngs. 

12/31/24 -IV&Vobserved two CAMHO backlog priorit ization meetings and will continue to monitor the process 

resularly. While CAMHO and 000 are generally satisfied with the backlog prioritization, there are areas for 
lmprovement,partlcularly ln balanclns lnputfromabroaderuserbaseandeosurlngthatfederal compl lanceand 
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Defect m;inagement. Neglecting the established defect management Failure to follow the established defect management IV&V rec:ommends to: 
proceS$c;ouldleadto lost/forgottendef&ts, user processtanresultindefectsbeingoverlooked, 1. Theprojectrec;ordsthe historyofadefect'sseverity inthe 
frust ration, and could slow resolution of similar inconsistently tracked, or unresolved-leading to increased c;orresponding ticket's desc;ription/notes section in AOO. For 

5/31/25 - IV&V continues to observe project fetus on the Help Desk and defect management processes. BHA is 
actively reviewing the submitted Help Desk documentation to aS$eS$ the adoption and enforcement of the 
documented defect management proc;edures. lV&V will provide feedbac;k and recommendations to support 
alignmentwithindustrybestpractic;es. defects in the future. user frustration and reduced trust in the system. This example, when a hotfht is deployed to mitigate a defect initially 

breakdownalso impairs theprojectteam's abilityto dassifiedas"Crit ital," thedestription/ootessectionshould 
analyze trends, implement root cause fixes, and prioritize document that the defect originally had a "Critical" severity rating. 4/30/25 - IV&V has reviewed the documentation out lining the Help Desk process. lV&V continues to observe 
effecti~ly. Over time, neglecting structured defect 2. Based on ~t Practice wipdating t he defect management increased project fetus on both the Help Desk and defect management proceS$eS, and will monitor adherence to 
handling may slow resolution i;ydes, introduce rework, and documentat ion and having regular refresher training on the defect these processes while providing fttdbatk and recommendations based on best practices . . Meanwhile, BHA is 
degrade overall software quality and service reliability. management proc;ess. reviewing the previously provided Help Desk documentation and considering adopting and enforcing the outlined 

Productionrestarts. Thelackofagovemanceprocessforrestartlng Wrthoutadeflnedgovernanceprocessforrestartlng 
product ionsystemsc;an impactse.-vlceavailabllity procluctionsyslems,there ls intreased riskof 
and frustra teend-usersandhinderac:c:ountability. uncoordinatedactionsthatmayleadtounexpected 

downtlme,delayedserviterestoration,or dataintegrity 
lssues.Thislatkofstructurec:anfrustrateend-users, 

reducetonfidente ln systemreliability, andhinder 
attountabll!tywhenintidentsocwr,ultimatelyaffecting 
BHA'sabll!tytodelivertimelyand conslstentservic;es. 

2. Sendc;ommunitationstotheprojectstakeholderstoclarifythe defect management procedures. 
defectmanagementproceS$andtheimportanceofloggingall 
defects. 3/31/25-lnMan::h2025,theSlprovideddocumentationthatwasoriginallytreatedin2019,outliningtheHelp0esk 
3. Take steps to assure current and new users understand how to process. lV&V is cont inuing its review of the proc;ess and will provide feedbac;k aod rec;ommeodations based on best 
report and/or log defects. practic;es in April 2025. Notably, the project has plated inaeased attention on this area, whith is a positi~ 
4. Consider designating a defect management lead or champion to de~lopment. As a resuh of this heightened focus, IV&V has observed ;i corresponding rise in the number of defects 
o~rseeadherentetothe proc;essandassureall defects are logged. being logged inA:zure OevOps (ADO), indicating stronger adherencetoreportingprotoc:ols and greater transparency 
5. Keep stakeholders informed about defect status, priority, impacts, in issue tracking. Proclucti~ discussions are underway to address aitita l defects. By reviewing the Help Desk proteS$ 
and resolution timelines. This c;ou ld increase awareness of the ;ind addreS$ing any gaps, IV&Vantitipates improvements in the overall defect management approach. BHA usually 
importance of logging defects. r&eives iS$UE'S by email or helpdesk calls, with most reports submitted by email. Depending on the severity of the 
6. Discuss ways to improve the defect logging and management defect, BHA personnel may c;onsult with other team members and Hag high-severity defects, reporting them to the 
process with the5I and c;ome up with a plan to improve. SI. While the current process is generally effecti~, there is room to speed up how aitic;a l defects are handled, 

partitularlybyenhantinghowthese issues areinitiallylogged. 

IV&V recommends BHA 

l . Oevelops1andard proceduresforsystemrestarts,includlnga 

2/28/25-Ahigh-pr ioritydefectoc;c;urredon2/6/202S,bringingtolightanopportunitytostrengthentheproject's 
defectmarnigementproceS$. 8HAenc;ounteredsomethallengesthatresulted ina delayinaddressingthedefect.ln 
February,there-reprocluctivedisc;uS$ionsonaddressingaitic;aldef&ts.TheSlhasprovidedadocumentoutlining 
the Help Desk proceS$, whith IV&V will review in Marth 2025 to further determine the risk. 

1/31/25 - During this reporting period, there continues to be a delay in treating tickets in Awre OevOps (ADO) for 
defects. lV&V remains concerned about the project's deviat ion from the Defect Management process. lV&V, BHA and 
the SI will continue disc;ussions to identify process gaps and determine nm steps. 

12/31/24 - 0urlngthis reportingperlod,usersentounteredproduct ion iS$UE'SrelatedtotheCalculator,lndudingan 

5/31/25 - BHA has engaged In proclucti~ discussions around enhancing the communication protocol, including 
potentialadjus1ments toadvancenot iceperiods,provldernotif ic:atlons,andlanguage prefe.-ences,toimpro~its 

thetklist to determine when a restart is n&essary, pre-checks, step- clarity and efrectl~ness. However, the updated document has not yet been shared with IV&Vfor review. 
by-sleplnstructlons,andpost-restartverifications. 
2. Requireformalapprovals beforeinitiatlngarestart,espedallyfor 
INSPIRE,anddotumentallattionsinacentralizedsystem. 
3.0eflnetlearesc:alat ionpathsforwhenrestartsdonotgoas 
planned, lntludingidentifyingcontactsfortechnical supportand 
managementapprovalforadditional lnterventions. 

4/30/25 - BHA is continuing with the de~lopment of a document describing a communital ion protocol. BHA has 
providedsomekeychanges,lntludingadjustmentstotheadvancenoticeperiod,providernotifitations,andspeclfit 
language preferences, whith would further s1reng1hen the protocol and enhance its effectl~ness. BHAshared the 
drafl document wllh ODO and IV&V for initial review. 

4. Automate Reslart Procedures where possible. 3/31/25 - Based on discussions with key members of the deployment team, IV&V cont inues to recommend 
5. The go~rnance proteS$ is established, it should be effectively documenting processes, procedures, and communication protocols to eliminate ambiguity and promote a shared 
communitaled to the project team. understanding among s1akeholders. The deployment team is currently fina lizing a communication protocol. 
6. Providestakeholderswithaclear explanatlonofthereasonforthe 
reslart and the lessons learned, while documenting the restart 2/28/25 - There has been no progress for this report ing period. 

detal lsln thedefectrecord. 
1/31/25 - WhenanissuerequiringaproductionPortalrestartocwrredonlyonce,certalnprojectstakeholders 
convened to discuss and Implement the necessary steps. lV&V r&ommends documenting the actions taken during 
that meeting as part of the process for production system restarts. Documenting proc;esses and procedures removes 
amblgultyandensuresacommonunderstandlngamongstakeholders. 

12/31/24 - BHA suggested that the deployment team or the Help Desk team may be best suited to document the 
process. lV&V remains concerned thal no further progress has been made and will continue to make 
recommendations on how BHA could resol~ this Issue and be prepared for a production restart. 

11/30/24-Noprogresshasbeenmadeforthls reportlngperlod. 

10/31/24 - BHA is considering developlng a documented governance process for restart ing production systems. 
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Monitoringiilnd 
trackinggiilps 

BHA doei; not currently have a streamlined report While BHA c;an determine the number of active AER 
toidentifyact iveAERanalytics users in production. analyticssolutionusersinproductionbilsedon user email 

addresses,theprotessismanualiilnd ladsastandardiied 
report. Ahhoughtheneed forareportingfeiilturehiilsbeen 
disc;ussed, no formal request has been miilde to implement 
it . This limil$effic;ient usermonitoringand may imp;ict 
futureefforts totrac;kadoptionorsupportpliilnning. BHA 
plans tosubmit anewrequest. 

User activity tracking fOf viewing records is limited The BHA team !s currently assessing whether systems such 
iiltrosssysterns, which may affect triilnsp;irency and as the Provider Portiill, INSPIRE, and MAX effectively 
riilisepotentialcompl liilnceconcerns. captureuseriilctivity,piilrticuliilrly reliiltedtoviewing 

records.Althoughsomeaudit diilta is iilvailable,accessls 
limitedii1nd oftenrequiresniilvigatingthrough ii1dditional 
thiilnnels.Assuch,evaluating thefeasibilityoflmprovlng 
useriilctlvitytriilckingmaybeinvestigated/considerediils 
partoffuturedevelopmentpl iilnning. 
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