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BACKGROUND 

The State of Hawaii (State), Department of Attorney General (AG), Child Support 
Enforcement Agency (CSEA) contracted Protech Solutions, Inc. (Protech) on October 2, 
2023, to replatform the KEIKI System and provide ongoing operations support. Protech 
has subcontracted One Advanced and DataHouse to perform specific project tasks related 
to code migration, replatforming services, and testing. The agreement with DataHouse 
was terminated in February 2025. The Department of AG contracted Accuity LLP (Accuity) 
to provide Independent Verification and Validation (IV&V) services for the project. 

Our initial assessment of project health was provided in the first Monthly IV&V Review 
Report as of October 31, 2023. Monthly IV&V review reports will be issued through 
August 2025 and build upon the initial report to continually update and evaluate project 
progress and performance. 

Our IV&V Assessment Areas include People, Process, and Technology. Each month we will 
select specific IV&V Assessment Areas to perform more focused IV&V activities on a 
rotational basis. 

The IV&V Dashboard and IV&V Summary provide a quick visual and narrative snapshot of 
both the project status and project assessment as of April 30, 2025. Ratings are provided 
monthly for each IV&V Assessment Area (refer to Appendix A: IV&V Criticality and Severity 
Ratings). The overall rating is assigned based on the criticality ratings of the IV&V 
Assessment Categories and the severity ratings of the underlying observations . 

TEAMWORK AND PERSERVERANCE 

II 
Progress in complex 

projects doesn't come 

from perfect conditions, 

but from teams that 

adapt, persist, and show 

up for each other, 

especially when the path 

forward demands both 
II 

clarity and resilience 

- IV&V Reflection 
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IV& V OBSERVATIONS PROJECT BUDGET 

MILLIONS $4.2M $6.4M 
5 

$- $2 $4 $6 

■ INVOICED ■ TOTAL 

* Only indudes contracts. IV&V unable to validate total budget. 

2 PROJECT PROGRESS 

■ Percento the wei hted duration o total tasks 

0 
PEOPLE PROCESS TECH NO LOGY 
■ HIGH ■ Low ■ PREUM ■ OPPOR ■ POSITIVE 

0 7 1 10 73%** 
CLOSED OPEN NEW 

OBSERVATIONS 
THIS MONTH 

OPEN 
OBSERVATIONS 

TOTAL 
OBSERVATIONS RECOMMENDATIONS 

- ACTUAL ACTIVITY PROGRESS * * IV&V is unable to validate the progress percentage of the schedule as it does 
THIS MONTH TOTAL not include all project activities. 

KEY PROGRESS & RISKS 
Key Progress: 
• A formal Project Change Request (PCR-3) was approved on April 10th, extending SITthrough April 30, 2025, and shifting the Go-Live date to October 

26, 2025, with no cost impact. The targeted Go-Live date is currently November 11, 2025, to align with a long weekend for operational considerations. 
• System Installation activities were reported at 66% completed as of April 30, 2025, including infrastructure setup, environment configuration, and 

cloud-based server deployments by Protech (DDI). Validation will continue through UAT. 
• System Integration Testing (SIT) Iteration 2 was completed on April 30, 2025, with 119test scripts executed and a 100% pass rate. 

Acceptance Testing Preparation reached 74% completion. The training curriculum was finalized, although training logistics and trainer 
assignments remain in process. 

• While some readiness tasks remain, overall team engagement and leadership alignment support ongoing completion, demonstrating implementation 
of Recommendation 2024.12.001.Rl. IV&V recommends closing Observation 2024.12.001 and its associated recommendation. 

Key Risks: 
• Critical Path Activities show zero float between D-21 approval and UATstart, introducing a high likelihood of cascading schedule delays. Deliverable 

D-21 (System Test Results Report) is 25% complete, with submission due May 19 and approv~I by June 9. This is a gating item for Acceptance Testing. 

ASSESSMENT & PLANNING 

I OCT2023 

' 

PROJECT SCHEDULE - Current Progress 
(See next page for the current agreement and schedule history) 

PROGRAM DEVELOPMENT & TESTING 

I JUNE 2024 

SYSTEM INSTALL 

IMPLEMENTATION 

IJAN 2025 

' 
: As of month 

end 

I AUG2025 

■ACTUAL ■ DELAYED 

♦OCT 26, 2025 GO-LIVE 

APR2026 I 
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Provided here is a 
comprehensive view of 
three timelines: 

1. The baseline project 
schedule set in 
September 2023. 

2. The rebaselined 
schedule following 
the approval of the 
DOI Project 
Management Plan 
on January 8, 2024. 

3. The current 
schedule based on 
the April 10, 2025, 
no-cost change 
request. 

.... ~ 
...... 

ASSESSMENT AND 
REQUIREMENTS 

DATA CONVERSION 

SYSTEM INSTALL 

ASSESSMENT & PLANNING 

PROGRAM DEVELOPMENT & TESTING 

-
i As of month 
l end 
' ' ' ' ' 
~ GO-LIVE TBD 

' POST IMPLEMENTATION & 

■ ORIGINAL 

PROJECT SCHEDULE - Rebaselined January 8, 2024 

PROGRAM DEVELOPMENT & TESTING 

SYSTEM INSTALL 

IMPLEMENTATION 

As of month 
' : end 

■REBASELINED 1/8/24 

* SEPT 22, 2025 GO-LNE 

POST IMPLEMENTATION & 
WARRANlY 

PROJECT SCHEDULE - Revised April 10, 2025, Signed Agreement 

ASSESSMENT & PLANNING 

DEVELOPMENT & TESTING 

SYSTEM INSTALL 

IMPLEMENTATION 

: ■ 1/8/24 REBASELINED ■ FORECASTED ■ DELAYED 

:As of month 
:end 
''--------- -

---.-------- ~ OCT26, 2025 GO-LNE 
POSTIMPl£MENTATION & 

WARRANlY 
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FEB MAR APR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 O Overall Project Schedule: 

A formal Project Change Request (PCR-3) was approved in early April, extending System Integration Testing 
(SIT) through April 30, 2025, and shifting the Go-Live date from September 22 to October 26, 2025, with no 
cost impact. The April 30th project schedule has since evolved further, with the Go-Live forecast now 
updated to November 4, 2025, and the Go-Live Playbook Execution scheduled for October 31. The current 
target Go-Live date is November 11, 2025, selected to coincide with the Veterans Day weekend and reduce 
operational risk through a long cutover window. System Installation activities were reported at 66% 
completion by Protech (DDI) as of April 30, 2025, including environment setup, infrastructure configuration, 
and deployment of AWS-hosted application and batch environments. While March and April scheduled 
activities were closed as planned, schedule alignments still required are, 

• Task 546 (Batch Finalization) not yet started at the end of April but scheduled with May 1 data extract 
which is projected to complete in May. 

• Deliverable D-21 (System Test Results Report) reached 25% completion. A walkthrough is scheduled with 
CSEA on May 2, with submission due May 19. 

• Go-Live Playbook Execution is scheduled for October 31, with current Go-Live forecast on November 4, 
2025. 

• Zero float between D-21 (System Test Results Report) approval (due June 9) and Acceptance Testing start 
(scheduled for June 4). 

The schedule adjustments improve transparency, but success depends on prompt task execution and risk 
mitigation in May. 

Project Costs: 

Contract invoices remain within the total contracted costs . 
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FEB MAR APR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 O Overall 
(continued) 

Quality: 

IV&V observed improved execution in System Integration and System Testing throughout April, but significant 
risks remain related to testing closure and data validation. 

• System Integration Testing (SIT) Iteration 2 achieved 100% test script execution and passed results, 
indicating strong coordination and defect management. 

• System Testing progressed with successful execution of check printing, forms validation, and FTP-based 
correspondence testing. However, not all print logic and defect closure artifacts have been finalized. 

• Batch Testing Execution is complete, but Task 546 (Batch Finalization) is 0% complete. No formal runtime 
performance comparisons or expected vs. actual output reviews have been conducted, and the associated 
sort logic discrepancies (RAID #70) remain unresolved, this is now scheduled for May completion. 

• Deliverable D-21 (System Test Results Report), required for test closure and UAT readiness, remains only 
25% complete and lacks the supporting traceability documentation and defect summary required for 
acceptance. 

Project Success: 

The KEIKI KROM project made measurable progress in April, completing several foundational and execution­
critical milestones. This brought project activities to 73% completion. The project team successfully delivered 
on all March and April schedule tasks, most notably, 

• System Installation activities progressed to 66% completion, including KEIKI database and AWS-hosted 
environment configuration. 

• On-time closure of System Integration Testing (SIT) Iteration 2, with 119 scripts executed and all passing. 

• Advancement of System Testing, including print validation and FTP-based correspondence testing. 

• Batch runtime performance is being actively monitored, benchmarked, and reduced, as evidenced by 
successive improvements in execution time documented in the April 24 Weekly Test Report. Noting that 
there is still work in progress between batch job windows. 

• The initial Acceptance Testing curriculum was finalized to support downstream readiness, with UAT script 
refinement reaching 74% completion as of April 30. 
The project remains in Yellow status due to several readiness activities that require timely resolution. While 
April reflected strong execution and milestone completion, the critical path shows zero float and schedule 
dependencies such as D-21 (System Test Results Report) finalization, training delivery 
planning, data extract validation, and penetration testing preparation must progress in May to maintain 
alignment with the revised project timeline and ensure UAT and Go-Live readiness. 
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FEB MAR APR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

e e 8 People 
Team, 
Stakeholders, & 
Culture 

The KEIKI KROM project team and stakeholders sustained a productive and collaborative culture throughout 
April. Coordination across teams supported the successful completion of SIT Iteration 2 and steady progress 
in other key areas. While some readiness tasks require clarified ownership, overall team engagement and 
leadership participation remained strong. 

Team: 

The project team demonstrated strong collaboration in April, completing SIT Iteration 2 and coordinating 
successfully across testing, training, and infrastructure tracks. While execution was steady, IV&V notes that 
several key readiness activities, such as UAT training delivery, July compliance support, and Penetration 
Testing preparation while planned in the schedule still require additional clarity in resource assignments. 
CSEA recognizes this and is focused on addressing this in the May planning sessions. 

Stakeholders: 

Stakeholder engagement remained active throughout April. CSEA leadership participated in weekly status 
meetings, SITwalkthrough planning, and deliverable tracking, helping sustain progress across key 
workstreams. However, coordination for upcoming activities such as interface testing with external agencies, 
July compliance planning, and training delivery approvals will require continued attention to maintain 
alignment as the project approaches UAT. 

Culture: 

The project continues to reflect a professional and delivery-focused culture across vendor and State teams. 
Collaboration has remained constructive, with open dialogue during defect triage, schedule realignment, and 
deliverable planning. IV&Vobserved mutual respect and responsiveness in team communications, even as 
deadlines compressed and responsibilities shifted post Data House departure. The current project team is 
highly collaborative and hyper focused on quality. 

The Green status for People: Team, Stakeholders, and Culture reflects a well-aligned team structure, active 
stakeholder engagement, and a collaborative culture focused on shared ownership, transparent 
communication, and continuity through the Protech transition to additional direct responsibilities. 
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FEB MAR APR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

G 0 Process 
Approach 
& Execution 

Process: The KEIKI project adhered to its planned milestone-driven structure during April. Formal schedule changes were 
processed and accepted through PCR-3 (Change Log), and tasks were executed in accordance with the revised plan. SIT 
Iteration 2, some security configuration, and infrastructure setup were completed, along with training curriculum 
development. While execution remained aligned to schedule, several readiness processes did not advance to closure, 
including Batch Finalization, D-21 (System Test Results Report) completion, Penetration Testing preparation, and July 
compliance planning. 

Approach: The project continues to execute a phased strategy aligned with contractual deliverables and the adjusted 
timeline established by PCR-3 (Change Management Log). 
• Progress: SIT Iteration 2 was completed with full test script execution and approval; March and April planned activities, 

including training preparation and some system installation activities, were also completed. 
• Challenge: Parallel readiness activities remain open or are progressing slowly, including Task 546 (Batch Finalization), 

Deliverable D-21 (System Test Results Report) development, and Penetration Testing support (Risk #70, #33). 
• Refinement Needed: Ownership assignments and coordination mechanisms should be strengthened to address critical 

dependencies before UAT begins. 

Execution: 
The project team delivered all March and April scheduled activities, including successful SIT Iteration 2 execution and batch 
job completion. 
• Progress: Infrastructure installation was finalized on April 11, and system testing advanced to include correspondence 

output, printer validation, and initial documentation of test results. 
• Challenge: Several activities required to close out the testing phase remain in flight, including formal validation of batch 

test outcomes and documentation required for D-21 (System Test Results Report). 
• Refinement Needed: Focus on prioritizing batch finalization, final test defect traceability, (i.e., documentation and 

reconciliation of all defects against executed test scripts to confirm resolution and alignment with Deliverable D-21 
requirements), and training session logistics to maintain alignment with the UAT start schedule. 

Risk Log Alignment: 
• Risk #33 - UAT and Acceptance Testing training sessions are not yet scheduled; trainers are unassigned as of April 30. 

Although curriculum is complete, the absence of a confirmed delivery schedule presents a readiness risk for the planned 
May 20-22 training window. 

• July compliance tasks remain unassigned. No mitigation has been documented in the schedule. 
• Task 546 (Batch Finalization) remains 0% complete. 
• Deliverable D-21 (System Test Results Report) is only 25% complete. Supporting defect documentation and traceability 

remain in development. 
• No float exists between D-21 approval (June 9) and Acceptance Testing start (June 4), creating a schedule compression 

risk. 

The project process status is Yellow. This status considers improvements in stakeholder alignment, risk mitigation strategies, 
and structured execution improvements. However, the critical path has zero float. Continued refinements in defect 
resolution, batch result validation, and training logistics will be necessary to complete System Testing, finalize Deliverable D-
21 (System Test Results Report), and support the transition toward a Green project status. 
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FEB MAR APR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

G 0 Technology 
System, Data, & 
Security 

The project maintained a stable technical posture in April, with infrastructure, environment setup, and core 
application components supporting testing and configuration activities. System testing execution and batch 
runtime validation were completed, while planning for external interface testing and security-related 
activities is still pending. 

System: System Installation activities progressed to 66% completion, including KEIKI database and AWS­
hosted environment configuration, with AWS-hosted server setup and configuration for application and 
batch environments. Print logic, FTP transfers, and correspondence output features were actively validated 
and triaged during April testing. 

Data: The hybrid data extract approach remained in use for testing, but a dry-run reconciliation against a full 
extract has not yet been performed. File sort behavior mismatches (RAID #70) identified during testing 
remain open and require resolution or documentation for exception. There are minor inconsistencies in 
extract data that are actively being worked toward resolution and there is a May 1 extract scheduled to be 
completed within the month of May to address these and work toward batch finalization. 

Security: Security control documentation progressed during April. However, preparation activities for 
Penetration Testing which currently are scheduled for July 28, have not yet been initiated. Assigned 
ownership, dependencies, and schedule alignment for those tasks remain undefined as of April 30. 

Risk Log Alignment: 

• Risk #63-The hybrid data extract strategy has not been validated against a full extract. A dry-run 
reconciliation has not occurred. 

• Risk #70- File sort logic discrepancies identified in System Testing remain unresolved and affect data 
output reliability. 

• Penetration Testing preparation (scheduled for July 28) has no assigned ownership or detailed readiness 
plan as of April 30. 

• Interface Testing (Risks #31, #35) - No mock file exchanges have occurred with DHS, Labor, or SSA. 
Exchange job ownership and coordination remain undefined. 

The Technology status rema ins Yellow, trending up, maintaining a stable technical foundation in April, with 
completed infrastructure setup and successful batch execution supporting ongoing testing. While interface 
testing and penetration testing preparation remain pending, continued progress across core environments 
and systems was achieved. 
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TERMS 

RISK 
An event that has not 
happened yet. 

ISSUE 
An event that is already 
occurring or has already 
happened. 

Accu ITV {fj) 

Appendix A: IV&V Criticality and Severity Ratings 

IV&V CRITICALITY AND SEVERITY RATINGS 

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation 
is required. Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area . Severity ratings are assigned to 
each risk or issue identified. 

Criticality Rating 

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V 
Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to 
implement remediation or risk mitigation strategies . Arrows indicate trends in the project assessment from the prior report and take into 
consideration areas of increasing risk and approaching timeline . Up arrows indicate adequate improvements or progress made. Down 
arrows indicate a decline, inadequate progress, or incomplete resolution of previously identified observations. No arrow indicates there 
was neither improving nor declining progress from the prior report. 

•00 

• 

A RED, high criticality rating is assigned when significant 
severe deficiencies were observed, and immediate 
remediation or risk mitigation is required. 

A YELLOW, medium criticality rating is assigned when 
deficiencies were observed that merit attention. 
Remediation or risk mitigation should be performed in a 
timely manner. 

A GREEN, low criticality rating is assigned when the 
activity is on track and minimal deficiencies were 
observed. Some oversight may be needed to ensure the 
risk stays low and the activity remains on track . 

A GRAY rating is assigned when the category being 
assessed has incomplete information available for a 
conclusive observation and recommendation or is not 
applicable at the time of the IV&V review. 

Appendix 11 



TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

Accu ITV {fj) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 

Appendix 12 



Appendix B: Industry Standards and Best Practices 

STANDARD DESCRIPTION 

ADA Americans with Disabilities Act 

ADKAR® Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

BABOK® v3 Business Analyst Body of Knowledge 

DAMA-DMBOK® v2 DAMA lnternational's Guide to the Data Management Body of Knowledge 

PMBOK® v7 Project Management Institute (PMI) Project Management Body of Knowledge 

SPM PMI The Standard for Project Management 

PROSCI ADKAR® Leading organization providing research, methodology, and tools on change management practices 

SWEBOK v3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001:2015 

1S0/IEC 25010:2011 

1S0/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in Systems and 

Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization (ISO) Quality Management Systems - Requirements 

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems and 

Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality Models 

ISO/IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes - Project 

Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 

I 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management- Part 1: 

Guidelines for Life Cycle Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management- Part 2: 

Guidelines for the Applicat ion of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 

IEEE Guide: Adoption of ISO/IEC TR 24748-3 :2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 

ISO/IEC/IEEE International Standard for Software Engineering - Software Life Cycle Processes­

Maintenance 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/IEC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 1: 

Concepts and Definitions 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 2: Test 

Processes 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 3: Test 

Documentation 

ISO/IEC/IEEE International Standard - Software and Systems Engineering - Software Testing- Part 4: Test 

Techniques 

IEEE Standard for Learning Technology - Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology-Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1 :2011 and Service Management Frameworks: ITIL ® 

Information Technology - Security Techniques - Code of Practice for Information Security Controls 
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STANDARD 

FIPS 199 

FIPS 200 

NIST 800-53 Rev 5 

NIST Cybersecurity 

Framework vl .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security Categorization of 

Federal Information and Information Systems 

FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems 

National Institute of Standards and Technology {NIST) Security and Privacy Controls for Federal Information 

Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 
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AIIIIIMINT cmllWA110JII ·- · ~ ,_ 
2024.12.001 Risk 

Process 2024.12.003 Risk 

Process 2024.12.00S Risk 

Process 2024.12.006 Risk 

l'IDUITln'ITNIDMDIMOIIST 
PIIIICTICI$ 1.-•• ,,_ - --- 110NS STATUS 

Critical tasks like ' AWS Environment Publ075 Compliance" and "kMS: PM BOK• v7 emphasizes Resource allocat ion challenges are hindering progress on critical tasks like compliance testing and test script development, evidenced by°" (2024.12.001.Rl ) Enhancement of resource allocation: the vendor team a osed 
Acceptance TeH ScriptS Development Complete" have°" com pletion resource optimization as part completion rates and testing backlogs (e.g., only 16" of batch jobs validated) . Addressing these Issues through skilled resource deployment and should C:Ol'l$1der asslgnll'l8 and allgnlng additional or more experienced 
despite their planned start In October 2023. This Indicates potentia l resource of the "Resource Management" upskllling Initiatives will mitigate delays, accelerate milestone completion, and align with PM BOK• principles for optimized resource management. resources to the delayed tasks and backlog testing areas such as financials 
or prlorltllation constraints. W!!!!kly testing reports highlight slow progress domain. Aligning resource and support UI validation. 
duetolnsuffident resources(data processing)allocatedtobatchvalldatlon capadtywithdemandensures 
and interface testing. For example, only 16" of batch Jobs have p;i™1d timely taskcompletlon. 
validationasofDecember l S,2024.Though datatransferandprocesslngls 
the primary issue, downstream considerations for knowledge transfer must 
also beconsideredanddeliveredtimelytopreventfuturetestingand 
valldatioodelaysandprovldeaseamlesshandofftoCSEAtomalntaln 
quality. 

Moderate Moderate Non-critical tasks are being traded alongside crlllcal ones, diluting focus and SPM (The Standard for Project Tra(klng non-trftlcal tasks alongside crit ical ones Is straining resources and delaying progress on essentia l actlvllles like Ananclal Test Deck (FTO) (2024.12.004.Rl ) Focus on crtllcal path tasks, prlorltlledefecl resolution In o~n 
potentially st raining resources. Ananclal Test Deck (FTD) testing Is blocked Management) defines lestlng. which Is stalled by unresolved defects Impacting 92,i; of cases. Refocusing on crtllcal path tasks and resolving key defects, as emphashed by FTD and Interface batch jobs, and deprforft lze non<rltlcal deliverables. 
byunresolveddtfects,stalllngprogresson92"ofpendlngeases. prlorlfu:ationasessentlalfor SPM,wlllpreventcascadlngdelaysandenableprogress ln blockedtesdngareas. Prlorltlzlngcrftlcal del!verables ensu~sthal delaysdonotpropagate 

maintainlng projectallgnment 
withstra1es1cobJect1ves. 

throughtheproject tlmel!neandunlocksprogressforblocked lest lng 

Moderate Moderate Testing metrics from weekly reports show varying levels of prosress, with IEEE 1012-2016 recommeiids lnconsistenl prosress metrics, such as only 21'6 coverage in enforcement batch validation, indicate saps in tracking and reporting thal hinder (2024.12.06.Rl ) Establish Progress Monitoring and Reporting: Implement Open 
areas like enforcement batch validation at only 21" coverage. verification and validation effective over5lght. Implementing a real-lime dashboard, as recommended by IEEE 1012-2016, will provide actionable Insights to prioritize 
Therisk losshowslssue#47: Dataextractionclelayshighlightthel\eedfor checkpointsloreffective resourcesandaddressdelaysefficiently. 
improved progresstradungandreportlng. over5lght. 

areal-t lmedashboardtomonitor 1est l!Xecutlonra1es, defectclosure, and 
coveragemetrics.Thisprovidesadionableinsightslorlargeting resourees 
aMl reso!vlngdelaysmoreefflclent ly. 

Moderate Moderate Some lower-priority testing, such as reporting subsystem batch jobs, reflects PM BOK• v7 encourages scope Delays in non-trit ical !asks, such as reporting subsyslem batch jobs with°" progress, highlight the need to reallocate resources to critical testins (2024.12.07.Rl) Request Extension for Non-Critical Deliverables: O~n 
°" progress. and schedule ftex!bllityln actlvitles. Sydeprloritlzlng these areas and requesting extensions, as supported by PM BOK• v7, the project can locus on achieving timely Deprloriti1e non<rit lcal lestlng areas and request extensions for their 

adaptive projectenvironments. completionofhigh-prioritydeliverablessuchasKMSGoUve. 
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deliverytoreallocalefocus tocriticallesting.Toensurelimelycompletion 
olhlgh-prforitydeHverablessuchaskMSGoUve. 

ITATUS·-·-

2025/04/30: System Installation activities progressed to 66" completion, includ ing KEIKI database and AWS-hosted environment 
conflguratlon.lRSPubl07S(securltyandprlvacyrequlrementsforagel'ICiesandcontractor5whore<:elveorprocessfederalTax 
Information) compliance was documented and tracked th roughout QI. Functional SIT and system testing completed In April and 
backlogtestcasesappearclosed vlafullscrlptexecutlon inSrTlteratlon2whlchshowsall119tesl scrlptswereexecutedandpassed. 
IV&V recommends closing this observation and its resulting recommendation (2024.12.001.Rl ). 

202S/03/31:Asof March2025,CSEA hasconfirmedthal theyhaveapproprlateaccess toAWSslncetheProtechtransit lonandoverall 
testlngaccessandcoordlnatlonhavelmproved,partlcularlythroughstructuredageiicyvalldatlonmeetlngsledbyCSEA.TheKEIKI 
project's batch testing wasreportedas87"complete,accordingto the most recent CritlcalPathsched ule update. Thlsreflects 
cumulatlveprogressaaossmultlplebatchtestlng1tera11ons,lnclud lng~rformarn:etunlngeffortsandoutputvalldatloncycles 
associa1edwiththeFebruaryl8dataset.Theremalnlng batchactivitles,lndudinglterat lonSandflnal valklatlonarescheduledto 
contlnue lnt0Aprll . Thlsobservatlon shall remalnopenuntiltheformal scheduleallgnmen1 hasbeenconducted andapprovedbyCSEA 
andbacklog testlngareashavebeenaddressed. 

2025/02/28: 38" ofba1chjobs have passed validation as of February 26, 2025, showing an Improvement but still below required levels 
forprogresslonlntothe nextphase. Resour(eshortagesin flnanclalsandUlvalldatlonareslowlngtestlngexecullon,requlrfng 
additlonal skilled ~ rsonnel to meet backlog demands. DOI has withdrawn from the project as of February 19, 202S, causing the 
necessity lot a testing allocation transition plan to Protech which Is sllll in progress, IV&V WIii continue 10 monitor progress. 

2025/0l/31:Progresscontlnueslnaddresslngtheident!fied lssue,withrecenteffortslocusedonrefln lngdatavalldatlon processes 
and improving coordination between stakeholder5. However, challenges remain In fu lly resoMng discrepancies, and additional 
verlflcatlonstepswlllberequlredtoensureconslstencybeforeflnallmplementatlon. 

2025/04/30: Process and task tracking Improved in April but key readiness Items (Batch Anallzatlon, Pen Test, Compliance) are missing 
task details such as owner5hlp or have not b!!!!n fully scheduled yet. A formal Project Change Reques1 (PCR-3) was approved on April 
10th. exiendlng SIT through April 30, 202s, and shifting the Go-Live date to October 26, 202S, with oo cost Impact. The tarseted Go-Live 
date lscurrentlyNovemberll,2025,toallgnwithalongweekendforoperatlonal consideratlons.Wlththechangeoccurrlngln mld­
Aprfl the team continues actively planning Iowa rd UAT and scheduling alignments will c:ontlnue through May. IV&V will continue to 
monltortheschedul1n,gactMtlesand stronglysuggestsalocusedeffort ln taskdeflnlt lonsandallgnments 10avoldschedulecompression 
wlthlncreasedrlsklne)(l:'CutlonofUATandGo-live. 

2025/03/31: During March, Protech assumed full responsibility for test execution and defect man,1gement including ta king over 
admlnlstrat lonof the Jlradefecttracklngsys1em.Thls1ranslt lonsupponslmprovedtraceabllitybetweentestcaseexecutlonand defect 
resolution. While the SIT dashboard continues 10 show script-level eKecutlon (106 of 119 salptS passed), IV&V Is able confirm testing 
progressthruaccesslngof Jlrareports. Defectsareca1egorizedast0Crftlcal,Major, Mioor,and Normal. ProTechhastheabilltytotrack 
andactivelytoworkoncrltlcalandhtghprlor1tydefects.lV&Vobservedthatllnkagebetweenlalled/pendlngtestsandthelr 
corresponding defects Is still beln,g validated under DDl's new t riage process. CSEA and IV&Vare monitoring this effort, and further 
Improvements are expected as part of Protech'sJlra baddos reconciliation. This Item should rt'l'l'laln open pending full intest.1tlon and 
reportln,gconslstencyacrossSIT,batch,andUATtracklngsystems. 

202S/02/28: In February 202S, Protech fully assumed testing responsibilities following DataHouse's withdrawal, with AWS and JIRA 
admlnlstrat lontransltlonlngonFebruary26. BatchJob vaHdatlonimprovedto38",but resourceshortagescontlnuetoslow progress ln 
flnanclaland Ul vaHdatlon, lmpactlng crltlcalcompllancetasks. Testlngdelaysanddataextractlonlssues~rslst, requirfnaadditlonal 
skllledresourcesaMlprlorltlzat1onofdefectresolUt1on 10preventfurther schedulesllppase. The 1estlngallocatlonandtransltlon planls 
currentlyunderwaywlth Protech. 

202S/01/31:Thesta1Usupda1elor January regardlng 0 bser\latlon 2024.12.003emphaslzesslgnlflcantprogress lnaddresslngprocess 
lneffldendes, with a focus on optlmlz11'18 workflows and refining procedural documentation. However, remaining gaps in execution and 
resourceallocatlonnecessltatecomlnuedover5lght10ensuresustalned lmprovementsand lu llallgnmentwithpro/ectob/ectlves. 

2025/04/30: In April Protech (DOI) fully s100d up and transitioned all lestlng activities and ownership of the AWSenvironment for the 
KROM project. While the learn Is now using a lestlng dashboard In Jira which Is transparent, the Deliverable D-21 (System Test Results 
Report)is at2S"completionanddefecttraceabilityandteslclosurearenotfinalized. 

2025/03/31:ThroughoutMarch, riskand issuetrackingimprovedthrough ta rgeted updates in the lV&VreportS andtouchpoint 
cooflrmatlons; however, the RAIO log content was not consistently cited In weekly status reports. While IV&Vvallda1ed 1he active stalus 
ofseveralkeyrisks{e.&,,Risk#89relatedtodatavalidatlon andRisk#112concerningtestexeeutioncontinulty),tlleseriskswere 
primarily referenced through summary narratives, not as direct log Item linkages. The most recent RAIO log submitted In March lists 
severalactiverisksnotfu lly integratedinto st.11usreports,sugsesling thisobservationshouldremainopenuntil cross-referer'lcing 
practices between RAID logs and weekly reporting are standardized. 

202S/02/28: While lestlng reports did show Improvement In February, IV&V will continue to monitor the darlty of the weekly testing 
reportScitingthetransitiorioftestlngresponsibilities toProtech. lnordertoplaeemark lest reporting progress andclarlty, the 
percentageoftest11'18perlest1ngstream 1sasof02/19/202S, 
- Finan.c:ialTestDeck(FTD):7S"complete(l8scenariospassed,6active). 
- Systemlnte,:ralion Test11'18{SIT)Execut1on: 82"complete(78outof9S lestscrlptSexecuted). 
- Satch JobTest11'18: 38% va lidated {improving from previous months, but still below required levels). 
- RefloodUI Test11'18:900licomplete {410screensteSled, 41 failedcasesawaltlngdefect resolution). 
IV&Vwillcontlnuetomonltortestreportingelaritythroughthetransitlon10Protechteslingoversight. 

2025/01/31:0ngoingchallenges relatedto resourceconstraintsandfinalizingvalidatlonefforts requirecontinuedmonltoringtoensure 
fulllmplementatlonandlol'l8-termstabllity. 

2025/04/30:Theincompleleslate(25")ofD-21(System TestlngReport)asofApril 30further supports keepingObservation 
2024.12.006open. Thedelaysarenotlsolatedto minorreports,theyaffect keytransltlon documentationnecessaryfortestll'l8and 
cutover. Thisdocumentisessentialforclosingoutsystem lest ing,galingacceptance testlngstart,and meetingstakeholder validation 
requirements. 

2025/03/31: In March, the project team communicated and aliened on a revised Go-Live date of November 11, 202S, eirtending the 
overall tlmeline to att0mmodate continued validation actMtles, Including batch ou!pUts and reporting. While a formal extension request 
specific lo non<ritical lest items was not documenled, the mended schedule and associated updates reflect a de facto approval for 
addit ional test11'18 t ime. This schedule shift has enabled continued work on lower-priority validations, effectively meeting the 
recommendalion's intent. This item may be considered for closure, contingent upon confirmation that remaining report testing is 
lncluded lntheupdatedcutoverandUATplannlng. Closurewlll alsobecontlngentuponProtechcompletlngthe actMtieslnthe 
transition SOW for CSEA lo review and provide approval in order to formalize the schedule. 

2025/02/21:lnFebruary the lestlng leamshave prioritizedSystemlntegrationTestina(SITiand FinancialDeckTestins(FTOJeiteCUtion, 
dela'fl1'18 non-essential batch jobs to mitlgate schedule risks. A formal extension request Is In discussion 10 derer lower priority 
deliverables like reporting subsystem batch jobs, ensuring resource alignment with crit ical milestones. IV&V will continue to monitor the 
outcomeof thedlscusslons. 

202S/01/31:Cont1nuedprogress in reflningdatamanagementprocessesandMhal'ICingcoordlnatlonamonakevstakeoo!der5. 
However,per5istenl challengesinensuringdataaccuracyandresolvina inconsistencies requirefurthervalidationeffortsandongoing 
overslghttoachlevefullresolutlon. 

S/7/2S SeeStatusUpdate202S/04/30 



AIIIIIMINT cmllWA110JII ·- · ~ ,_ 
Process 2024.12.007 Risk 

2023.10.002 Risk Moderate 

Risks related todependencies, resourceavailability,and stakeholder 
approvalsarenotexpllcltly mltlgatedlntheschedule.Weel(lyreportS 
highlight aninaeaslngtrendlndefects,wlth480defectsloggedasof 
DecemberlS, 2024. 

l'IDUITln'ITNIDMDIMOIIST 
- ·- 1----,,. - --- 1l0NS 

ISO/IEC 16085:2021 highlights The increasing trend in logged defects (480 as of December 18, 2024) and unmitigated risks related to dependencies and resource availability (2024.12.08.Rl ) Further enhance the risk mitigation plan targeting defect- Open 
risk managemerit as a a-ltleal emphasize crltlcal gaps ln risk managemerit. Enhancing the risk mitigation plan, as recommerided by ISD/IEC 16085:2021, will address re(l,lrring prol'IE! are.is such as financials and enforcement systems, proactlvely 
processfor lifecyde projects. Jssueslndefea-proneareaslikefinanclalsandlnterfaces, redlltingthe likelihoodoffurther delays. reduclngthelikelihoodofaddftionaldelayscausedbyrecurrlnglssues. 

STATUS"-·- 1---,,..fl 

2025/04/30: Compliance and Penetration Testing tasks, dependencies and resource availability remain unassigned asof April 30. 

2025/03/31: In March, risk awareness remained a corefoclJS across IV&Vand stakeholder reporting, with specfficemphasfs on 
transltlonre.idiness,b.iti:hdataquallty, andcutOVl!rplannlngrlsks. ActlveriskssuchasRlsk#89(dataextr.tction)andRlsk #l12(testlng 
t ransition) were t racked through status reports and IV&Vanalysis, and the March RAIO log reflected five open risks aligned with ongoing 
project c:oricems. However, RAID los Integration In10 weekly reports was still partial, With risk IDs not consistently cited In narrative 
updates.Assuch, thlsobservationshouldremalnopen,pendingfullandc:onslstent mappingofRAIOrisks intoweekly reportingartlfacts 
and stakeholder communications. 

2025/02/28: lnfebl'\lary,rlskmanagemen1proo:esses remalnaalve,wlth ongolngmon1torlngofresourceallocatlon,bati:hjob 
valldat lon,andlmerfacefileresolut lon. Severalrisksremalnopen,lncludingdataextractiondelays,defect resolutionissues,and 
resourceconstralnts. Addltlonalverlflcatlonandsustalnedmonltorlngareneededtoensurerlskmltlgatlonstrateglesarefully 
Implemented before closure. 

2025/01/31: Risk mit igation efforts, induding strengthened collaboration between teams to address system imegratlon cha llenges and 
resolvekeytechnlcallssueslmprovedlnJanuary. However,somedeperidencies remalnunresolved,necessltatlngaddltlonal testlngand 
valldat lontofullymltlgatepotentlalrlsksbeforefmplementat lon. 

Pr0Ject managemen1 responsibllltiesmayimp;1ae~ project 
eJ!e(l,ltiOn. 

Prevlous:The Protec.h ProJectManagerprovidedadraft projectschedule; however, ltwas lncompleteand llstedduedatesthatwerealready 
resource optimization as part missed for several deliverables. The Implementation of strong schedule and resource managemem praalces earty will help the project start off 
of the ' Resource Managemen1" rtght and stay on track. Protec h's Project Manager ls experienced with similar lmplemen1ations and Is working collaboratlVely with the project 

CLOSED: 2023.10.002.Rl- lmprOVl! the project schedule to address Reopel'IE!d 2025/04/30: The root causes driving schedule delays, such as lack of resource clarity, OVl!rlapping dependencies, and unsclleduled OrJalnal Close: 
schedule comments. support tasks, remain visible Jn April. While the project team responded to delays with schedule updates (PCR-3) and completed SIT 2024/05/31 
• Develop a detailed pl.in with asstgl'IE!d resources to complete project Iteration 2, the condit ions that led to earlier delays have not been systematically mlttgated. The continued shifting of the estimated Go- Reopened: 

The review of prior findings confirms that severa l closed Issues correlate domain. Aligning resource team to address feedback. tasks. Uvedate beyond PCR-3's approved tlmeline further supports the observation that a durable resolution has not yet been realized. IV&V 2024/12/24 
wlthongolngchallengesindatavalldatlon, resourcemanagemerit, lnterface capacitywtthdemandensures • Provide the appropriate detail of tasks, durations, due dates, milestones, also !l(ll;es that the critical p.ith from Deliverable 0-21 approval to Acceptance Testing start remains under pressure, with zero ftoot, 
dependencies, and testing progress. To ensure projectsllCCessand minimize timely task completion. 
cutover rlsks, reopenlngtheseflndlngsand lmplemen1ingcorrectlveaalons 

Posslblerootcausesorc:ont ribut lngfactorsareturnoverofproject managers,anaggresslveprojecttlmeline,andneedforaddltlonalproject andkeyworkproductsforvarlouspartles. CSEAasslgnedtasksshouldalso 
management support. Another possible root calJSe Is Protedt's need to revisit the project RFP and submitted proposQI to reduce tile misallgnmen1 be clearly refteaed In the projea schedule. 

Dependenclessuchastask 593for "KMS:Acceptance TestScriptS 
Developrnerit complete' remain unfulfilled. Weekly reports iden1ify 

ISO/IEC 16085:2021 ofexpectat lons,creat lnglongerdellverablerevlewcydes. 
recommends proactive risk 
managemem to ldemlfy areas Feedback on preliminary deliverables does not appear 10 be adequately addressed. For example, the need for a resource looded schedule was 

• Obtalnagreement on thebaselfnescheduleandthenholdpartles 
aCC01.11"1tablefortasksanddeadllnes. 

where con(l,lrrent task communicated verbally and In meetings repeatedly. REOPENED: 2023.10.002.R2- Determine the root calJSeSofdelays and 
unresolveddata ftledependenclesandir,correctllleformats(e.g.,GDG exe(l,ltion mltlgatesschedule devefopplanstoaddressthem. 
Issues In batch Jobs), further delaying progress. risks. Olrrfflt : Unresolved dependencies, such as task 593 and data file Issues, are delaying progress on critical testing milestones like "KMS: Acceptance • Perform a root cause analysis Including defining the problem, 

Uneartask sequenclngcontrlbutestodelayswheretaskscouldfeaslbly run 
lnparallel(e.g.,compllanceanddatabasemigration). Flnanclalshave0% 
valldationcoverageinthe reflnedUl, highltghti"l!tllebacklog. 

Test ScrlptS Developmem Complete." Addressing these delays through resource reallocation, collaboration with State partners, and adherence to brainstorming possible causes, and developing a plan to address the root 
IEEE 12207-2017 standards will ensure smooth Integration of KEIKI system Interfaces and un!n1errupted downstream task progression. cause of the problem such as resource constraints, dependencies, and 

undeflnedtasks.Assesspotentlalopportunltlesforparallellzlng 
Delays caused by linear task sequencing, such as In C0111pllance and database migration, hlghltght tile l'leed for lmplemen1Ing p;i rallel workstreams workstreams al'ld efforts. 
to address backlogs like the°" validat ion cOVl!rage In financials. Following ISO/IEC 16085:2021, Initiating c:onct.1rrem workstreams across 
subsvstemswilllmprovetesdngthroughputand reducedependencies,expedltlngOVl!rallprojectprogress. 
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•Based ontheexperlenceofthe lasttwomonths, createareallstlc 
schedulebasedon the t lmeandresourcesneededtoperformtasks. 

CLOSED: 2023.10.002.R3-Assessthe needforaddltlonaI Protech 
resourcesforprojea management support. 

CLOSE0:2023.10.002.R4-HavetheCSEAand Protech ProJectManagers 
adoptamorejolnt,collaboratlveapproach. 
•HavethePMsclearlydefinethelrrolesandresponslbllltleslnpro/ea 
managementresponslbilltles. 
• Actlvelyplan,shareand executeprojectresponslbllft les. 

lncreasfnc the likelihood of cascading delays If unresolved tasks are not completed promptly. lV&V recommends that the project team 
consider c:ol'ldl.lCtfnc a root cause analysis and reviewing ownership assignments for a-ltical path readiness tasks, lnciudlng batch 
ftnallzat lon, training, and security preparat ion, In alignment with PM BOK• v7 guidance on Risk and Resource Management, to redoce 
thellkellhoodoffurtherschedulecompresslon. 

202S/03/31: As of March, project reporting has improved In sranularlty, with weekly status reports consistently identifying aalve risks 
and testln,g-related blockers, and IV&V tracking lndMdual RAID log Items (e.g., Risks #89 and 11112). However, formal d!stlrictlon 
between risks, Issues, and decisions remains Inconsistent across communications, parti(l,llarly In status reports, where these Items are 
often c:omblned Into narrat ive summaries without clear labeling. While the March RAIO log Itself Includes strllCtured entries for each 
category,thlsobservationshouldremalnopenunt1lconslstent,categorrspeclflctagglnglslncorporatedin1oall reportlngstreams. I1"1 
order for CSEA to formally approve the new pro/ea schedule, Protech must complete the actMties In the transition SOW. Protech rieeds 
toscheduleaflrmdelJverydatet~tlsacceptabletoCSEAwlthurgency,slncetheschedulecannotbeformallyalignedinits abserice. 

202S/02/28:Effortstoparallellzeworkstreams(2023.10.002.R2·2)arebelngevaluated,butcoordlnatlonbetween ProtechandCSEA 
whlle underwaylsfacin,glargerprlorltlesfor test lng translt lon.Whlleprogresshas been madeinidentlfylng rootcalJSeSand adjustlng 
schedulfnc strategies, this recommendation Is requiring a more stn.1erured approach to align testing priorities which may end up being 
addressed In the testing transit ion plan. IV&V will comlnue to monitor that progress. 

2024/01/31: Desplteseveralmeetlngs, there lsstJll aneed forasreatershared understandlngofscneduleconcernsbetweenProtech 
and CSEA. Thlsrlskwlllcontlnuetobeevaluatedwlththerecemaddltlonof Protechresourcestolmprove thetimellnessof project 
elleeutlon, a recommendation was added that pro/ea managers can adopt a more joint, collaborative approach to share and clearly 
deflneateprojectmanagememresponslblllt les. 

2024/12/31: AccultylncreasedtheseverltyratJngfromlevel3(Low)tolevel 2(Moderate).MorerlgoronfolJndatJooalproject 
managemempractlceslsneededtoprevemfurtherdelaysandlncrease thequalityof pro/eaexecutlon. Theapprovedprojectschedule 
stilllacksdetailed taskstoadequatelyplanpro;earesourcesandmonitorprojectperformance. Althoughthepro}ectschedulehassome 
percentagecompletlon, theproccsstomonltor andcalculatemetrlcslsundear. 

2024/11/30: This was originally reported in the Oaober 2023 IV&V Mon1hly Report asa prelimil'lllry COl'ICem but was upgraded to and 
rewritten as a risk this momh with rec:ommendatlons. The pro/ea Is still challenged with lnsufflclent ly updating deliverables and 
contlnlleddefaysintheproposedprojectschedule. 

2024/05/31: The risk was closed as pro/ea management aalvltles are being l!lletuted more timely and effectlvely. 

2024/04/30: TheCSEAPro/eaManagerstill needs toindependenttyvalidatc thevarlanceand a-ltical path. Formomhlysteerlng 
committee al'ld project status meetings, it would be beneficial forCSEA to take a more active role in communicating their perspective on 
projea progresstostakeholders. 

2024/03/31: Closed two recommendations as a new, separate observation with recommendations related to schedule arid resource 
maMsemen1 was opened. Refer to observation 2023.03.002. Project maMgers should prioritireworkinc dosely together to assess 
upcoming activities, the lmpaa of project delays, and determine lf ar,ychanges are needed 10 the overall project tlmellne. 

2024/02/29: Theprojectscheduledoesnot lncludeallprojecttasksandlsbelngupdated toindude moresranular-level project 
aaivities 01'11:! recommendation was closed as Protech added additional pro/ea management resources. 

OrJalnal Closure Note:Closedasthe 
projectmanagersareworklngmore 
collaboratlVelytosllareande~ecute 
project responslbilltles. 
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Technology 2024.06.001 Risk Moderate Moderate Thereisariskfordelaysinthedataeirtractionprocess,whichiscriticalfor IEEE 1012-2016 

thecuto\leractivltles,due1orellanceonsharedmalnframeresourtes, 

inefficienciesinda1a exiractionprograms,andlongdownload/upload tlmes. 
This eould impat;t the project by Increasing eosts, compromising the quality 

oftheoverallsol111ion,andcauslngoperatlonaldowntlmeof 4toSdays 
durlngthecutoverweeltend,thereby extendlngtheprojecttlmellne. 

The data extraction process is critica l for the cutover activities and current projections show potential for significant delays. This issue results from 2024.og.ool.Rl -Verification of Data Extraction and Conversion Processes Open 

reliance on shared mainframe resources, Inefficiencies In data extraction programs, and long download/upload times. Each t ime l'IE!Wdata fs • Stand;ird(s); IEEE 1012-2016 Emphasis: Verification ensures that the 
needed for testing, t he entlre database mUSI be ex1rae1ed, which is time-consuming. CSEA is evaluating a SQl replication strategy to replace the sys1em Is built correcily according to 11s speclflcatlons. 

currenl process and has assigned two dedicated resources to Identify and test this approach. Dally meetings Wilh DOI and CSEA h.ive been o Recommendation: Implement a thorough verification process for all 
establishedtocollaborateonlhlslssue.The 1arge1forvalida1ingthis approachisJuly 3lst. dataextracllonandconverslonmethods,particularly theAsciitoBCP 

scrlptconverslons.Establ!shchec.kpolntswherethefilecountsand 
The statlcdaia collected from the daia extraCI process projl!CIS a worst<ase scenario of 12 to 36 days to fully eJCIJ"aCI AOABASdaia tothe374 flat conversion accuracy are verified before moving 10 subsequent phases of 

files,lncludlng downloadln, anduploadlngthefi les.Thls arisesdue10: l )CSEAusesasharedmalnfr.lme,2) 1nefflcienclesofd.itaeK1ract1on theproJeatoavoldpote!lllalJssueslnl.iterstages. 

programs, 3) download/upload times. The data extraCI process is central to t he cutover acilvllles completing over Fri/Sat/Sun. Hnot Improved, 2024.08.001.Rl-Validat ion of Exiracted Data Consistency 
CSEA may lace 4/S days operational downtime for cutover - kend. • Stand;ird(s); IEEE 1012-2016 Emphasis: Validation ensures that the 
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sys1emmeetslls ln1endeduseandsatlsflesuserneeds. 

oRecommend.itlon: Conductend-to-endvalidat lon oftheeK!racteddata, 

ensuring tha1theSQl-to-SQlcomparisonsareconsistentandma1chacross 
sY5'ems(ProtechandCSEA).GJven thenoteddlsc.repancles,a va lldat1on 

Slepshouldbelntroducedaftereachmajorextracllonandconverslontask 
(e.g., Taskl8).Thlswtllconfirmthattheextractedda1amatd1esthe 

expee1edouip111and lsusablefor furtherprocesslng. 
2024.08.001.R3-RlskManagementforBlnaryandAs<:HAleHandllng 

•Standard(s): IEEE 1012-2016Emphasls:Riskmanagement is lntegrated 

Into the IV&V process to identify pOlentl.il risks and Jmplemenl mitigation 

stral egles. 
oRecommend.it lon: Assess the rlsksassoclaledwtththeconverslonand 

handlfngofblnaryandAscil fi les. Olscrepancleslnblnaryr11e coun1Sand 
theuseofconverters for 27filesweredlscussed. lt lsrecommendedto 

perforrnrlskanalyslson theseconverslons,ensurlnglhatanypotent lal 
d;ita(Ofruplfonorlossdurlngconverslonlsident lfledandmltlgated. 

Conslderlmplement lng addilfonaltest lngandvalidatlonforthesespeciflc 

files. 
2024.08.001.R4 - Resource Management and Space Availablllty 

• IEEE 1012-2016 Emphasis: Resource managernent ls crucial for the 

successfuleicecutfonof pro]ee1ae1Mtles. 
0Recornmendatfon:Theobservat1onregardingpo1entlalspacerisks 

should be1akenserlously.Condue1 aresourceassessment1oensure tha1 
therelssuffidentstorageandcomputJngresourcestohandlethe 

extracilon,converslon,andprocesslng oldata. Thls shouldbedonebefore 
theextractlonprocessbeglns, wlthcontJngencyplans lnplacelncaseof 

resource shortages. 

ITATUS"-·-

2025/04/30: In April CSEA and Protech (DOI) conlinue daily coordination post transition (Data House departure and transitional SOW 
actMty completfon). SQL repllcatlon iestlng I$ active bot not yet fully validated as stable (RAID log Risk #89). Over 30 data outputs from 

thefeb l8th batcharestillln thevalidat lonprocessandtheprocess lsstill relian1onworkaroundsandcontlngencyplannlngaheadof 
t he July 31 valfdatJon larget. Observation 2024.06.001 should remain open. While progress across all four recommendation areas Is 

evfdenl, final va lfdatlon has not been achieved, and exiraci-related risks remain active. Continued IV&V monitoring is necessary through 
July toassesstheeffectfvenessofSQLreplfcat lonand fulleK!ractvalidatlon beforethesvstemcutover. 

2025/03/31: In March, lhe proJea team made notable progress toward addressing d;ita eK!ract quality Issues, Including the launch of 

strue1uredhalf-dayCSEAagencyvalidatlonsesslons,and thelnlt lat lonofadeliverabletoldentlfy non-printablecharae1ersinhybrid08 
fields. Although SQL replicallon fa ilures and data formatting mismatches remain contrlbutor5 to del;iyed b.itch output va lidallon, Risk 
#89co!lllnuestotracklheselssuesasopen.Withkeyacllvitlesunderwaybutflna lvalldatlonst illpendingforover30outputsfromthe 

February lB b.ilc.hcyde,thlsobservatlonshouldremalnopen,wlthclosureconslderedonceextr.tctstabilityandvalidatlonresultsare 

fully confirmed. We acknowledge !hat targetlng t he new Go-Live date of 11/11/202S to utlllzea long weeltend for tutover will reduce 
risk. 

2025/02/28: Whlleprogresshasbeenmade ln reflnlngextractlonstrateglesandimplementlngvalld.itlonchedpoints,full va lidationand 

risk milfgat lon have not been achieved, and cutover risks remain active. Continued IV&V monitoring Is required to ensure SQl 
repl!catlon testlnglsvalid.itedandoperatJonalbeforecutoverplannlng.SQ.L repllcatlontestlng contlnues{2024.08.001.Rl), wtt hCSEA 
andDOl hofdingdallycoordinatlonmeetlngs,b111valldatlonoftheapproachhasnotye1beencomple1ed. Theseacllvilieswillneed10 

resumewtthProtechlaklngover DOl 'sresponslbillt les.Verificat lonandvalldatlonstepshavelmproved {2024.08.001.R2), but 

discrepancleslnextrattedda1apersls1,requlringadditlonal converslonaccuracychecksandspacemanagementadjustmen1S 
(2024.08.001.R4). Risk management for binary and ASCII file handling. 

(2024.08.001.R3) 1s ongolns,Wilhproactlveerror tratkina redudnapotentlal corruptlonrlsks, butvalid.itlonremalnslncompleie. 

2025/01/31: Thelateststatusupdate forJanuary lndlcatescontinuedcollaboratlonbetweenCSEAandDOltoreflne theSQL repllcatlon 

strategy,withdedica1edresourcesacllvelytestlngexiractlonlmprovementstomltlga1erisksassociatedWilhprolongeddatatransfer 
t imes. In alfgnmen1 with IEEE 1012-2016, verfflcatlon chedpoints have been partially Implemented (2024.08.001.Rl), validat ion steps 
forextratteddataconslsiency areprogresslng(2024.08.001.R2),and addltlonalrfskassessmentsforblnaryandASCllfllehandllng are 

ongoing to preven1 data corruption !2024.08.001.R3), while space ava ilability concerns remain u!Kler review with cootJngency planning 
lnprogress{2024.08.001.R4) . 

2024/12/24:(2024.08.001.Rl) -Verlflcatlono!Oa1aEX1rae1lonandConverslonProcesses:Verlflcatlonprocesseshaveprogressed,wfth 
partlallmplementatfonolchec.kpolntsforASClltoBCPscrlpt eonverslons.Alecountsandconverslonaccuracy validatlonsareongolns, 

resoMnc discrepancies lteratlvely to reduce downstream errors. Addit iona l a111oma1ed checks are required to fully strengthen the 
verlflcatfonprocess. 
(2024.0B.001.R2)-ValldatlonofEXlrae1edDataConslstency: 

SQL-to-SQlcomparlsonsbetween Protech andCSEAsystemshaveadvanced,wtthvalldatloncheckpointsintroducedaftermajor 
extractfon !asks. Improvements In data alignment are evldenl, bUI interface data discrepancies remain, requiring further va lidation for 

end-to-endconslSlencyacrosssvstems. Batchvalldatlonuslng5eptember30productlondatademonstratedredocedlnconsistencies. 
(2024.08.001.R3)-RlskManagementforBlnaryandASCIIFlle Handlfna; 

RlskassessmentsforblnaryandASCllflleconverslonshaveidentffleda-ltlcalareasreqolringadditlonal testln,tomltlg.it erisksofdata 
(Ofruptlon.Packedblnaryanddate/1lmefleldlssueshavebeenresolved,butvalldatlon offlle ln1egrltydurlngconverslonphasesisstlll 

crucial.Proactlveerrortracklnghasmlnlmized pOlentlalissuesdurfng testlng phases. 
(2024.0B.001.R4)-ResourceManagement andSpaceAvallability: 

Resource assessments and adjustments to mainframe utilizat ion have Improved testing efficiency by addressing stOJage and 
cornputatfonalllmltatlons.Contlngencyplanslorstorageshortageshave been es1abllshed,ensuringsmoother testlngandbatch 

processlngcycles. Contlnuedfocusonresourceprlorltlzatlonlsneeded toavolddelayslnhlgh-demandtestlngperfods. 

IV&V will co!lllnue to monitor these recommendations and validate progress until full resolution is achieved. 

2024/11/27-(2024.08.001.Rt) -Verlflcatlono!Oa1aEX1rae1lon andConvcrslonProcesses 
VerificatJonproce»eshavebeenstrengthened,particularlyforASClltoBCPscriptconversions.File eountsand eonversion;1ecuracyare 

now va lfda1ed during batch validation and regression l estlng phases, wllh checkpoints Implemented 10 ensure accuracy before 
advan.c:ingtosubsequentphases. Oiscrepanciesilfieldali&nmentandeonversionaecuracy;1rebeingresolvediteratively, reducing 

downstream errors. 

(2024.08.001.R2)-ValldatlonofEXlraCledOataConslstency 

End-to-endvalidatJonhasbeenintroduced,includin,SQL-to-SQ.LdataeompariS011s betweenProtech;1ndCSEAsystems.Validation 

checkpofntsafterma]orextractfon1asksensureconsls1ency ln extrattedda1ao111pU1S. 
MajOJ improvements in data alignment and reduced inconsistencies, as seen in batch validation using 5eptember 30 production dat;1. 

(2024.08.001.R3) -RlskManagementforBlnaryandASCIIFlle Handlfna 
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AdetailedriskassessmenthasbeenperformedforbinaryandASCllfileconversions,particularlyfor27criticalfilesidentfiedinearlier 
phases.AddltlOllilllestlnglsunderw.iytomltlgaie rlsksofdabcorruptlondurlngconverslon. Proar:tlveemlftracklngandresolutlonare 

redudngpotentlal lssues,wllhmeasures lnplacetovallda1efilecountsandlntegritydurlngeachphaseoftes1ing. 

(2024.0B.001.R4)-ResourceManiliementandSpaceAvallablllty 
Reso1.m::e assessments were conducied 10 ensure adequaie storage and computallonal capacity for extrae1Ion and conversion tasks. 
Contlngencyplanshavebeenestablishedtoaddresspotenllalstorageshomgesorcompullngdelays.Resourceprioritizationand 

adj11Stments 10 mainframe unlllizallon have minimized space r isks and improved prO(essing efflde.-u;y for ongoing tesllng and validation. 

IV&V will continue to monitor the above recommendallons unlll there Is consistent evidence of resolution. 

2024/10/31 - 2024.0B.001.Rl(VertflcatlonofDataExlracllonandConverslon):Open- lnProcress: Veriflcalionsiepsareunderw.iywith 
some checkpoints Implemented. Crltlul Issues, like date/time discrepancies, have been resolved. Ched(poinls to verify flle counlS and 

conversion accuracy have been partially lmplemenled, although more robust, automated checks are sti ll needed. 

2024.08.001.R2(ValidationofExtractedDataConsistency): Open-Partla llylmplemented:SQlreplicallonandextrat1lonvalidatlons 

haveprocressed,Wlthcrltlcal lssuessuchasdate/tlmeandpackedfleldsnowresolved.TheOctoberreportslndlcate lhatongolog 

discrepancies In Interface data and batth 0111p111S st ill require validation to confirm end-io--end conslsiency across sysiems. 

2024.08.001.Rl (Risk Maniliement for Binary and Ascli Ale Handling): Open - In Progress: Some risk assessmenis have been completed, 
but speclficevllluatlons for the binary and Ascll liles are still needed. The packed field and date/time data Issues were resolved, reducing 

some risk assoclaied with binary data. Additional validalion and iestlng for converted files remain crucial to ensure data accuracy in 
other key areas. 

2024.08.001.R4 (Resource Management and SpaceAvailablllty): Open - Ongoing Evaluallon: Resource constraints, particularly relaled to 

malnframeandstoragecapaclty,arestill anareaoffocus. TheOcioberupdateshighlightedthatbatchandlnterfacetestlngare 
sometimes delayed due to dependency on shared mainframe resources and long runtlmes for large batch Jobs. Develop contingency 
plans 10 manage high-demand periods and allevta1e mainframe dependency for smoother testing cydes. 

2024/9/30:Therelsadelaylntheresolutlonofthe produe1Iontestdatadellverymethod,as noted inthe weeldystatusreport. The 
da1etlmelssueWlththerepl lca1edSQ,Ldata ls akeyblO(ker,wllhtheCSEAworklng1oresolve1hls1hroughNaturalprograms. Thishas 

tllepoteotlaltodelaycrltlcal testlngpMses,asltlmpedestheabillty lotestwllhaccura1eproductlondata. Thedate/llme lssue 
conllnuestobeablocker. Nullsandpackedblnaryneldshavebeenresolved. TheUlreflnementprocesshasprogressed,wlth84'6ofthe 

tasks completed. However, linalJzallon and valldallon are stl ll pending, and the scheduling of the walkthrough olthe UI Refinement Plan 
Is underway. The Ffnanclal Test Deck {FTD) execution Is still only 3S% complete, and scenario exec111lon Is 17% complete, while not 

dlret1lyonthecrltlcal path,delays lntheFTDcouldbecomeafuturerlsklfunresolved lssuesperslst.Ba1Chtesllnglsprogresslng,wlth 
31%ofbatchtestexecutloncomplete. 

2024.08.001.Rl(VerlflcatlonofDataExtracilonand Conversion):Open - ProgressmadebutverfflcatlonofAscll toBCPscrlptsand 

che,ckpolntsnotfully implemented. 

2024.08.001.R2(ValldatlonofExlractedDataConslstencv): Open-Partlalprogress,butfull end-to-endvalJdatlonol~aCleddatals 
stillpendlng. 

2024.08.001.Rl (Risk Management for Binary and Ascli Ale Handling): Open - No mention of specific r isk assessments for binary and 

AsdlfllehandHng;furttieraMlyslsr-.eeded. 

2024.08.001.R4 (Resource Management and Space Availability): Open - Ongoing evaluallon of SQL replJcatlon strategy; resource 

concernsstlllactlve. 

2024/8/30: The key decision to determine and nnallze the method of lest data delivery is now anticipated for September and the 
outcome is n,ow based upon the solution for the date/time issue and the packed binary fields. CSEA and Protech have worked diligently 

tocleartheotherlssueofnulls. 

2024/7/31: CSEA ls stlll lnvestlga1lng and testing the SQL 10 SQLsolutlon, however, the testing results are still not meeting CSEA's 
e~pectatlons. CSEA's decisionisduedurlngthefirstweekofAugust . BeeauseofCSEA'sconcernthatthisissueisstillunresolved, the 

potentlal lmpaciontheschedule,theseverltyhasbeenralsedtohlgh. 
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aOSEO: 2024.07.001.Rl - It was recommended that CSEA meet with the Open 
new Chief D.ita Dfflc:er. And also to meet with the EFS team to Identify any 

The timing of other State of Hawaii modernization projects impacts the CSEA's KEIKI system currently relies on a legacy cyberfusion system running on the State's mainframe for system file and data exchanges with 

ability to properly design KEIKI system interfat:f:'s and will nE'Cf:'SSltatethe multiple Sbte of Hawai i agen,les. The timing of multiple agencies moving off the mainframe at different times will result In the need to modify 

need for in1erface modifications after Its deployment, which can lead to 
addltionalcosts,delays,anddlsruptiontothesystem. 

Notesfromlheprojectschedulehi&hlilhtthatapproyals(e.1.,fromCSEA) 
are crillcal totuk prosresslon. Weekly reporu Indicate dlallentes In Joint 

troobleshooti111sessionswithlBMduetoPllandflletninsffipratocol 

"'"~ 

KEIKI system lnterfac:es after lhe system has been deployed. Until other Stale modernization projects are completed, t he KEIKl project cannot p(l{entlal Impacts 10 CSEA and align with IT policies. 

performserver-baseddataexchaogesaodwllloeedto(Ofltiouetoioterfaeelliathemaloframe. 

In addition, as t he KEIKl project Involves Integrating a modernized ehild support system With exlstlog legacy systems, there may be other 

aOSEO: 2024.03.001.Rl-CSEA should coordinate regular meetings With 

lmp.ictedSmeofH.iwanageocies. 

technologlcalandarchltecturalgapslhatarise.Thesegapscaoindudedifferencesiotechnologystacks,suchasprogrammfnglanguages,database •Roles,responslbilltles,expectationsandfnterfacerequlrementsshould 
systems, aod operating eovfroomeots, as well as the absence of modem appllcatlon programmilli loterfaces (Al'ls) In lhe legacy systems. B.ised on be clearlydeftoed 1oeosure loformatron and project stalus Is proa«rvely 

lhe timing of concurrenl State of Hawaii modernization projects and upgrades, the end-to-end testing of the KEIKl system may necessitate the communlca1ed for the various modernization efforts. 
uodertaklngofsupplemeotarytasks,allocationofaddltionalresources,aodeoordloatlonefforts. 

2024.03.001.R2-Theprojectsshouldpropertyplanforinterfacessothat 

lheyareftex!bleenoughtoaccommodateluture,hangesaodare 

compatible with other agencies. 
• Clearlyldentlfyalllhelnterfaceslhatlhesystemwilllntenictwlthaod 
how they will communicate. 

•Developlnterfac:esanddaU1structuretha1arefte•lbleeooughto 

accommoda1e changes 10 lhe Interfaces. 
•Detll lledtestrngwlllberequlredasthe varlousdepartmentsupgnide 

lhelrsvstems10ensurecompatibllfty. 

ADKAR• empha5ize5 buildi"I En1a1in1 multiple stakeholders in conC\l rrent projects (Risk#31) is critical 10 mitil;atin& interfacetestin& risks, bvt this requires synchronized 202,.12.002.Rl ) Facilitate reaular communication with stakeholders like 00Nd 

awareness and desire for coordination to prevent delays. Interface workshops and stakeholder meetinp (Risk llSJ play a key role In losterinc collaboration and ensurlnc 

cha111e amon, stakeholden to dmely resolutron of interface-related issues, reducinc the risk of misalil;nment in tes1inc and implementation activities. 
alil;ntfforts. 
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CSEA thro1Ch dally meetlrcs to opedlte resolutlon of open Issues. This 
willimprlMl!turniiroundtimefordefectresolutionandtestexecution 

dependencies while strenclhenlnc stakeholder encasement. 

STATUS·-·- 1---,,..-.. 

2025/04/30:lnterfac:estructureshavebeendefinedaoddesigoedforfleQbility,butioterfat:f:'testingandretestconfirmation remain 
Incomplete. Dependencies on other agencies' modernization timelines cootlnue to Impact readloess, and discrepancies between legacy 
andreplatformedoutputsarestillunderresolutlon. Observatlon2024.03.001shouldremalnopentotrack contlnuedvalidatlonand 

cooftrmat loo of Interface compatibility with both modern and legacy systems. While the interface inventory and flexlblllty plannlog are 

complete, testing delays and agency modernization dependencies are stlll Impacting readiness and traceability. 

2025/03/31: lnMarch,Protechbeganvalidatingthe228opendefectswtthlnJlra,lncludingover100unconfirmed fssues,andtook 
ownership ofeosurlng traceability betweeo defect resolutloo aod retesting outcomes. While SIT retesllng Is well underway for most UI 
andbatth-rela1eddefects,ln1erfac:etestlngcootlnues10experienc:edelays,partlcularlydue10difficultlescapturing1estfllespriorto 

downstream system coosumptloo. These challenges have limited retesting conflrmallon for interfal:e-felated defects. Therefore, this 

observationremafnsopen,withresolutloncootlngentonlmprovingtes1traceabilityandconfirmingretestdocumentationacrossall 
fuoctlonalare.is,lndud lnglnterfaces. 

202S/02/28:Tesllnghasldentlfledcompatlblllty,hallenges(2024.03.001.R2·21,P.irtfcularlywlthexternal agencysystemupgnides, 
requlr lngenhancedflexibll1tyfnfnterfac:econfigurations.Whileprogresshasbeenmadelnlnterfaceplannlngandvalidatlon,ongoing 

compallbllitydl;;illenges and pending refinements necessltale continued monitoring and testing before this recommendation can be 

d°'"'. 

2025/01/31:While progresshasbeenmadelndevelopingllexiblelnterfacestructuresandplanningforfuturemodiflcatlons,end-to-end 
testfng remains ongoing, aod coord ination with other departments Is still required, meaolng recon,mendatlon 2024.03.001.R2 caooot 
ye1bedoseduntillullcompatlbllityandadaptabilityarevalldated. 

2024/12/24 - (2024.03.001.R2) In December 2024, progress was made In Identifying system Interfaces and !heir communication 
methods, With upd.ites shared during weekly lnlerface workshops. Efforts to ensure flexibility In data structures aod Interface 

configunitlonscootlnued,lncludingadjustmentsforcompatibilitywithmodernlzationeffortslnpartneragencies. Testingactivities 
focused on v.il!dat!ng datll exchange through SQ.L-to-SQ.Lcomparisons ;;ind resolvlog discrepancies In loterfaceftles, With addltlonal 

workshops scheduled to address Integration challenges. While significant Improvements were achieved, ongoing coordination With other 
dep.irtmentslsessentlaltoensurecompatlbJIJtyaslhelr systemsundercoupgnides.Detalledend-to-endtestingrem;;ilosacrltical next 
steptoconflrmreadlnesslorproductlon. 

2024/11/27-(2024.03.001.R2)- lnterlacePlaoolngandCompatJbllity 

All Interfaces have been cataloged, classified as Inbound, outbound, or both, wllh their communication protocols clearly defined. This 
lncludesldentlfyJngdeperldencleswJtheirternalsystemsfrompartneragencles. Furthervalldadonofioterfacefl les,pardcularlythose 
with missing or Incomplete data, Is being prlorlllzed during ongoing batch testing. Interfaces and related data structures have been 

developed wJth ftex!bllity lo mlMI. allowing for future changes Without significant redevelopment. The system design supports updates to 
schema or message formats. Continue refining flexlblllty by testing adaptabllltywlth mock data representing potential future scenarios 

andconfi&unitlons. lnterfacevalldatlontestlnglsunderwayuslngproduction-llkeftles.loltialvalldationshlghllghteddlscrepanciesin 
legacyandreplatformedoutputs,whlcharebelngaddressedlteratlvely. Detalledtestingwllfcontinuealongsidelntegratlontestlng{SIT} 

to ensure !hat lnterfac:es remain compatible With upgrades to external agency systems. 

2024/10/31: 2024.07.001.Rl (Alignment of Data Policies With Chief Dalli Offlc:er) CSEA has cooducted the recommended meetings aod 
establfshed alignment on data eicchange policies and Impact assessments, t his recommendation can be closed. Continued coordination 

could be noted as a follow-up Item nither lhan an open recommeodat lon. 

2024.03.001.R2(1nterfaces)Open/lnProgress:GoodprogresshasbeenmadelnldeotJfyJng lolerfac:es,andwlthcootlnuedfocusondata 

coordination and ftexlbllfty plannln,g, we can further streng1hen alignment with t his recommendation. Ongoing efforts to secure reliable 
dataarldenhanc:eadaptable structureswJllhelp ensurecompatJbllityandreducepotentlaldlsruptlonsln thefuture. 

2024/09/30: ThenewChlefDa1aOffic:erlseogagedlnlhelocusondatagovernaocepoliciesaodloterfacedmllswllhtheEFSteam,thls 
effortwillbeongoinglhroughprojectGo-Live. 

2024/03/30:ETS'newChiefDataOfficerhasbeenalignedasakeystakeholderandisintheprocessoflocusingondat;1 governance 

polfcies aod Interface concerns with lhe EFS learn 12024.07.001.Rl) IV&Vwlll continue to monitor and update as the focus on polfcies 

and interface concerns progress. 

2024/07/31: The ChlefDa1aOfflcerandlheEFS teamhavebeencontactedandwillbemeetlngwllhCSEA. 

2024/06/30: CSEA aod Prolech agreed to develop a 11st ofin1erlaces categorized into three groops: I) Axway (source: AWS vs. 
Mainframe), 2) Maiofnime (groop of interfaces on the mainframe with clepartments pointing to Airway), and 31 Cyberfusion. T~ also 

decldcd1osharethlsl1statlhenex1monthlymeetlngwithStateDepartments. 

IV&V will cootlnue to monitor lhe coordination with other Stale of Hawaii modernization projects 

2024/05/31: Ac,ultyclosed one recommendallon as CSEA Is coordinating regular meetings wllh impacted State of Hawaii ageocles to 
monitor the stalus of t heir modernization projects and maiofnime operations. CSEA Is planning to develop an inventory of interlaces to 

shareataoupcomlngmeetlngwith lmpactcdOepartments. 

2024/04/30: CSEAorganizedameetingwitholherDep.1rtmenlSinApriltoexehangeinformationregardingthestatusoftheir 

respective system modernization efforts, speclflcallythose related to lhe shared maloframe and dependencies. 

2025/02/28: CSEA is holdin1 half day meetinas with the business wms that started in eqirty February to ensure that all the test script:S Z/D/1.5 
are fully reviewed and edited In order to apedlte the resolution of open Issues. This activity also provides a mechanism for dlan,e 

milnqement byfosterina collaboration and a mut\lal undermndinc of upected f\mctionality, reduci111 the risk of misalil;nment in 
testlnc. IV&Vnotesthatthlsrecommendatlonhasbeenacteduponandwlllcloseaccordl111ly. 

2025/01/31: The status this month reflects onaolna efforts to enhance sv,;tem lntepatlon and strnmllne data nchance proceues, with 
incremental improvementli in validation and testing workflows. Despite progress, key dependencies and unresolved technical issues 

contlnuetoposechallences,requlrin1furthercollaboratlonandreflnementtoachievefullresolutfon. 

IV&V notes that this recommendation 

hasbeentakenintoac:tlonandwlllclose 

accordincly. 
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Process 2024.08.001 Risk Moderate Low lndusb'y Standards and Best Practices: IEEE 730-2014 standard There is currently a weekly testing report provided to the Project Team. The report conveys the number of testing scenarios in proce55, however 0osed 2024.08.001.RI -The report should outline recommended actions Closed 2024/10/31: 2024.08.001.Rl CTesting Reports)Theweeklytesting reports now include pass/fail rates, coverage metrics, defect tracking, 2024/10/31 
recommends that status reports Include certain key information to el'l$ure the report does not offer a lotlll numberoftestca.ses to be processed for each worbtream, nor does It convey full metrlts, $UCh as percentage of b.i.sed on the current stale of testing, as well as the next steps for futu re and milestone upda1es, providing a clearer undel'$tandlng of testing progress and project health. This aligns with the recommend;itlon 
effectivecommunicationoftestingandqualltyassuranceactlYitles. 

Moderate Moderate Theprojecifacesasignificantrlskofincurringextenslvecostsfofdellverlng 
thenecessarydatatotesttherefactoredKEIKl.ipplk:.ltlon,potentlally 
leadingtodelaysintheprojecttlmelineandincreasedbudgetconstraints. 
DespttediscussionsWithProtechandAWS,theissueremalnsbllllog-related 
ratherlhantechnical,necessitatingongoingnegotlatlonswithETSto 
determloefioanclalrespooslbillty.CSEAhasdevelopedasecondoptlonto 
u.se a SOL 10 SOL transfer In to reduce the amount of federal funding needed 
forthispleeeofthe cootract. lnthemonthofJulytestlnawillbeconducted 
tolestthevlitbllltyofthlscostsavlngmea$Ure. Adeclsloowlllbemade.it 
the eodofJuly. Wlththe newStateCIOstartlosonAugustlS,declslon­
maklngcouldbefurtherdelayedintotheFall. 

Process 2024.03.002 Issue Moderate Moderate lnadequatescheduleand resourcemanagementpractlcesmay leadto 

Process 2024.02.001 Prelimioar N/A 

V 

N/A 

Process 2024.01.001 Risk Moderate Low 

Technology 2023.12.001 Positive Moderate N/A 

pro/ectdelays,mlssedproject3ctlvitles,uoreallstlcscheduleforeeasts,or 
unldentlfledcausesfofdelays. 

AdditionalinformatioolsneededregardiogProtech'sprogramdevelopment 
aodtestlogapproach. 

lneffectiveprojectstatusmeetingsaod reports canleadtodelayeddeclsion­
maklng,ladr.ofaccountablllty,andreduoodmorale. 

TheAutomatedAppllcatlonAssessmentprocesswaswellplaooedand 
e11et:\lted. 

completion of the total scope within the testing categories and how those align with the project schedule parameters. This can contribute to risk testing activities. Ensure that key rukeholdel'$ can easily underrund the 
whentotaltransparencyisnotdlsplayed. report'sfirldlngsand!mpllcallons. 

•Metrics arld Me.isurements: The separate weekly test report should 
provldemetrlcsthatreflecithequalltyofthesoftware,suchaspass/fail 
ra1es,coverageoftests(e.g.,per<:entageoftes1ca.sesexet:\lted),andother 
relevanttestlngmetrlcs,!.e.,totalscenarlostobetested,percentageof 
complet!onarldllmel!neforcomplet!on. 

•ScheduleandMllestones:Thecurrentrutusofthetestlngschedule 
shouldbereported,notlnganydevl.itlonsfromplannedmllestonesand 
deadllnes.Thereportshou ldreflectthecurren1sta1eof1es1lngcompletlon 
tracklngasal!gnedwiththeproJectschedule. 

•Oecls!onsandChangeRequests: Anykeydecls!onsmadedurlngthe 
testlngph.i.se,lnclud!ncapprovedorpendingchangerequeststhat impact 
tesllngorqual!tyassuranceactlvitles,shouldbelncluded. 

Meetings have been held with Protech to discuss the ditta extraction costs. Protech has engaged AWS fof options, but AWS indicates the Issue Is 2024.07.002.Rl- Continue negotiations with ETS to secure financial 
b!lllng-rela1ed,ootte,hnlcal.Thecos1ofdellveringdatafortesllnglsctltlcalforthelCEIKlproject,butCSEAftndsthe(Urrentcostsprohlbltlve. supportfordatadel(very. 
Discussions with Protech and AWS Indicate the need to resolve the billing Issue rather than technical challenges. Without a resolution, this Issue • Engage In discussions to fiOO a feasible cost structure that aligns with 
couldlmpacttheproJecttlmelloeandbudget.CSEAcontloues1oengageETS1onegotlateacostcapandexplorealteroatlvesolutiol'l$. proJec!budgets. 

•EnsureclearcommunlcatlonofcostconcemsandlmpactstoETS. 

2024.07.002.R2-ExplorealteroatlvesolutlonswlthProtechaodAWS. • 
lovestlgatepotentla lcost~ncmeasuresoralternallvete,hnlcal 
approaches. • Seek AWS asslrunce 10 bener understand and manage 
bllllogooocems. 

2024.07.002.R3-lmproveperformanceofdatae1ttractlonprogramsto 
minimize timing and associated coSIS. • Work with Protech to ldemffy 
andJmplementoptlmlzatlooslothedataextractlooprocess. 

for lmprovedreportingmetrlcsandmkeholdercommunicatlon. 

2024~/30:2024.0S.OOl.RlCTestlngReportslSlinlfk.lnt!mprovementshavebeenmadelnthemostrecentreportsandprovldea 
dearer uOOerstandinc for all rukeholdel'$. IV&V will continue to monitor as these improvements to visibility progress. 

Closed 2024/07/31:TheSQltoSQlmethodfordataextractionandtransferhasbeenconftrmed.CSEAhasaddressedthelssueofcost. 2024/07/31 

The overall project end date and Go-Live date Is projecting a 17-day variance due to the delay in the assessment validation which was completed lo 2024.03.002.Rl- Based on the complexity of the KEIKI project, review and Closed 2024/06/30: Issue closed. The schedule was updated and the 17-dayvarlaoce was $UCcessfully mitigated, ensuring the projeci remained 2024/06/30 
February. h Is crucial for the Protech aod CSEA project manage!'$ to both take active roles In tractlna and monitoring project activities, especially reline the schedule regularly with detailed tasks, realistic durations, aod on track. The project schedule coollnues to be discussed weekly. 
delayedandupcomlng1asks,1ocollaborateonwaystogettheprojec1badtontrack. adequate resources. 

•Theproject: maoagel'$shouldmeet~ekly todJscussthepro/ect 
Although the project metrics a reshowing a 17-dayvarlaoce, some project tasks .ire delayed 1 to 2 months from the approved baseline Including schedule, continue to Identify detailed-level tasks based on high-level 
bulldJng the KEIICI database, developing system test scripts, UI design, UI development, code conversion, system test e~ecutlon, etc. CSEA should llmel!nes, aod Identify schedule aod resource related risks. 
haveaclearundel'$1andlngofthelmpactofdelaysontheoveralltlmellneandvalldatethe17-dayschedulevarlance. •TheCSEAprojecimaoagershouldconduct lndependentrevlewsofthe 

scheduleaodprojectmetrlcs,proactlvelycommuoicateupcomlngState 
tasks10CSEAstakeholdel'$,crea1eSlatespeclflcdetalledschedules,and 
oommunlcateanyooncemswlththequal1tyofveodorexecut1on. 
•TheProtechprojectmanagershouldbeexecutlng tasksbasedonthe 
appr<Wedschedule,ldentlfyschedulevarlances,ensureallproject 
resourcesareontrack,andreportonqualityandprojectmetrlcstoen$Ure 
theproJectlsmeet1nc1tsobJectivesandgoals. 

lo February, Prote,h delivered the System Requirements Document aod Test Piao which are still uocler review. CSEA already pro--icled a number of N/A fof preliminary concerns. 
commer115 for both deliverables requesting additional darlflcatloo or addltlooal documentation. Both deliverables do not provide $1Jffldent 
understanding of Prote,h and One Advao,ed's approach fof the program development and testing phase. There~ to bea dearer mutual 
understanding of how Protech's developmer11 aod testing approach will ensure that the new system aod user Interface will maintain the same 
functionality, data, and system ioterfa,es as the old system. The System Requirements DefioltiOl'l deliver.Ible Is high-level documentation of Items 
su,hassour<:ecode,datacompooent,aodlntcrfacetablesbutdoesnotactuallycapturetherequlredfunctlonalltyuslnglndustrystaodardformat 
for requirements. Documenting requirements Is especially important for the development of the new front-end user intemlee (UIJ. The System 
Requirements Oefloltloo deliverable Included a U.ser lr11erfaee section but does oot locludesufficler11 lnformatlon reg.irding UI requirements. 
Proteth has another UI Refinement plan deliverable due io May 2024, however, It Is unclear if UI requirements will be inducted io tllat deliverable. 

tf system requirements will not be used to manage development of UI as well as replatformina aod rehlctoriog of code wort, tlK-o it is important to 
understand how Protech aod Ooe Advanced are plaoolog to manage and report on development progress. Additionally, without documented 
system requiremer115, testing will be even more ,ritical fof identifying gaps io or Issues with functionality during the development process. CSEA 
also has a number of comments aod questions on the Protech Test Plan dellver.1ble. In ad~~~~ to the System Test Plan, Protech Is developing ao 

IV&V eocourages the CSEA PM to conduct lo depended reviews of the s,hedule aod project metrics. lV&V will continue to monitor 
progressmadeonscheduleandresour<:emanagementpractlces. 

2024/0S/31:ProtechdellveredadraftofthereplannedprojectscheduleandanalyslsforCSEA'sfeedbackaodapproval.Therevlsed 
schedulemalntall'l$theor1&1oalGo-Llvedate. 

2024/04/30: Pro/ectmaoagersstartedmeetingregularlytorevlewtheprojectschedule. TheproJectmanagerswilldo adeeperanalysls 
of the upcoming technlcal tasks, and then recalibrate the project schedule In May. 

Closed 2024/06/30: Preliminary closed. CSEA acknowledged the risk associated with oot having defined UI system requirements. Instead, the 2024/06/30 
testscrlptsareusedastherequlremeots. The1eamscollabora1ecloselyaodholdregular1estmeetlngstoensureallgrlmentand 
thoroughtesting, 

2024/0S/31: Protech'stestingapproachpresentationwaspushedbacktoJune. Thepresentationiscritic;il astestscripts arefinalized 
aodsystemtestlngbeglnslnluoe. 

2024/04/30: Protech wlll pre.sell! their testing approach In May. The presentation Is Important as test scripts areflnallzed, and system 
testinaisapproathing, 

2024/03/31: Protech ls planning oo a preseotatloo lo April or May 10 explain how 1helr testing approach will ensure thit the oew 
system and user interface will maiotaio the same functionality as the old system. Without dot:\lmented requirements, It Is still unclear 
how program development progress, testing, aod aa:eptaoee will be managed aod monitored. 

Weekly status reports are provided with a dashboard of the project status, high level schedule, late tasks, tasks planned this week, open tasks, 30· CLOSED: 2024.01.001.Rl- CSEA should play ao active role in refioina the Closed 2024/06/30: Risk closed. As system testing started in June, the team started adding a WeetlyTest Report. The report outlines the testing 2024/06/30 
day look ahead, deliverable stallJs, risks log, key decisions, change requests, aod other project information. Despite numerous data points, the project status report aod providing topics for weekly project meetings. 
weekly project status reports may oot give a complete picture of the project's progress. To get a bener understanding of any delays, risks, issues, • contribute to the improvemer11 of project meetings and reports that 
or action Items, add itional resear<:h aod analysis of past reports, review of the Microsoft Project schedule, and inqul,y with project member$ IS actively encage team member$ and highlight key Information relevant to 
necessary. Forel!ample, late project deliverables may be listed as simply ~in progress"; however, one is unable to determine how many additional the audience to promote problem-solving and constructive dialogue. 
days the deliver.1ble was pushed ba,k without ,he,klng the previous weekly s1a1Us report aod the reason fof additional time Is not discussed or • CSEA could solicit foodbadr. prior to meetings so the team un be 
disclosed. preparedtoaskquestiOl'l$Ordiscussrelevaotprojecttopics. 

CLOSED:2024.01.001.R2-Setdearobjectivesfofmeetiogsandprovide 

•Meetiogs andreportswithoutdearobjectivescaoquicklytumillloaone 
waySlatU$updatewlthOUlaoymeao1ngfuldis,uss1ooordear 
understandingofprojectstatus,rlsks,andissues. 
•Provlde reportSthatareconcl.se,relevar11aodcleartotheaudlence. 
Onlyiocludechartsandtablesthatprovidevalueandpresentdataina 
lormatthathelpsprov1demean1ngfullnformat1ootomovetheteam 
forward. 

CLOSE0:2024.01.001.R3-Addltlooalqu.illtymetrlcs.iodprojectsuccess 
metricsshouldbeaddedtoprojectstatusreports. 

Prote,h's partner, Advanced, worked doselywith CSEA's techolcal SM Es and outlined a de.ir, well-defined process to collect and assess the ICEIKI N/A 
mainframe application in preparation for the migration and code conversion. Aclvanced's weekly status updates and follow-ups helped all 
stakeholdel'$UOderstandthe1rroles,respooslb11itles,outstaodlngtasks,.iodstatusofactMtles. Thelrfloalas.sessmentreportwascomprehenslve, 
data-driven and insightfu l, and prepared the project team well as they begin the next phase of legacy code and data system migration. 
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scope,thedefectsthalwereretestedandvalida1ed,andglvesasummaryoftheprogressofalltestcases. 

IV&Vwillcootlnuetoassesstheeffectiveoessofprojectstalusreports aod meetings. 

2024/05/31: Ac,ultydecreased the severity rating from Level 2 (Moderate) to level 3 \Low). The CSEA PM presented some of the 
project's key success metrics at the May Steering committee Meeting. High-level pre-delivery testing metrics were pro--icled io May. 

2024/04/30: Acculty closed two recommendations. Project status reports continue to be refined and now dearly report tasks that have 
beenrescheduledfromtheprev1ousweek'$report1ngperlod. CSEAdldootstartreport1ngoo$UccessmetrlcsioAprllasplanned. 

2024/03/31: Although improvements were made to project status reports, they could be further improved by outlining delayed tasks 
aod upcoming activities to ensure rukeholdel'$ are adequately prepared. CSEA continued to refine $Uccess metrics to prepare fof 
reportingwhichwillbeginnextmonth. 

2024/02/29: A oew recommeodatloo was added and two recommendations were dosed. Two recommendations were dosed as CSEA 
and Protech worked together to improve project status reports to be more dear, meaningful, and relevant to the audience. The 
streamlfned status reports are facilitating greater understanding and allowing more time fof me.inlngful discussion amongst project 
stakeho!del'$. 

Closed N/A 2024/01/31 

Ther<ilsnowanai.,,~andlmprovedtest 
r<iportln11metr1cswlthsti1keholder 
communlc;lliontha1affordsefflciency and 
1;8ilityinthe teammakin11intormed 

TheSQltoSQlmethodfofdata 
extractlonandtransferwlllbeused. 
CSEAhasconfirmedthatthecosuhave 
beenaddr~. 

Theschedulewasupdatedandthe17-
dayvariance wassuccessfullymltlgated, 
eosurlngtheprojeciremalnedontrack. 
Theprojectschedulecontlnuestobe 
dlscussedweekly. 

CSEAacknowledgedtheriskofnot 
havlogdeflnedUlsystemrcqulrements 
andaddresseditbyusinatestscriptsas 
therequlrements.Additlonally,the 
teamscollaboratedcloselyaodM'ld 
regulartestmeetlngstoel'l$ure 
aligomentaodthoroughtestiog.This 
approachmltlgatestherlskbyel'l$urlng 
thatthetestiogprocessls 
comprehenslveandthatanylssuesare 
promptlyiclentifiedaodresolvedthrollf!:h 
ongologcommunlcatlonand 
collaboration. 

Testreportswere addedtotheweekly 
statll$meetlogs.Thereportcontalos 
testiog anddefectmetrlcs. 

Closedasthlsls.iposltlveobservatlon. 



AIIIIIMINT cmllWA110JII ·-· ~ ,_ 
T.dinolocv 2023.11.001 Risk 

2023.10.001 Positive N/A 

l'IDUITln'ITNIDMDIMOIIST 
1--A110JII - ·- 1.-•• :l'm - --- 1l0NS 

Compladwi system mismion r.quirements, combined with incomplete o.tl system mi1mion ind m1ppi111 un be complex ind c:.use project d.i.ys if not properly planned ind m11111ed. The ICEIKl system's incomplete 2023.11.001.Rl- Develop sep1r1te formllind dWI system misration 
document1tion1ndthe1tnenceof1formallzed processfornon-codetuks, d()(umentltlon and multltudeof]ob5, world10W$, lnterhu::a,1ndinterflce fllesP0$e1 rbkof~111cert1in eiemenu, m1kirc ttchallenllrcto pl1ns1nd processesfornon-codeelemenu. 
may Ind to project delays. unmet contrKt r.qulrements, and qllilllty Issues. tn1ck1ndVillldateml&ratlonrequlremenu. • Asep1rate lmplementiltlon plan should be deuly outlined, detennlnlna 

thetlmellne,task5,tools,1ndresoun::esneededtoperformthese 
Thepro/ectlacks1formallzedprocessfornon-codetilsksinthedi11asystemrequimnenucoilection,micriltion.1ndVillkliltion1ctMties. The 1alvltles. 
proJea has• formalized prix:eu for application code m1cr1t1on but lldcs • dear proces5 for Plherlrc norKodeand ancllluy eiemenu ll'lciudlrc • Develop• formallzed data m1&ratlon 1c:c:ept1nce prix:eu for the 
hudwilre, software, Interfaces, and biltdl flies. The absence ofa sep1rate, formalized process ind reil,mce on m1nllill processes uslrc Ellcel remafnlrc cydes with defined 1cceponce criteria. 
worksheets may result In data loss, poor quality, and technical luues affectlrc system performance and U5« e,cperlence. • Determine what Villldltlon rs needed by other a1endes and stakeholders 

thltrelyonCSEA'skelldsvstemandoutputs. 
The Si's waterfall approach requires upfront ptherlrc and definition of 111 r.qulremenu In a llnetr 5eque1Ke. Late lderrtltlcation afdwi System 

ml&ratlon r.qulremenu m1y result In Insufficient tfmeor budcet to execute the micration properly. 2023.ll.001.R2- lnwstlpteautomilted tools formddrc and valldiitlrc 
data system requirements. 
• Automated data valld1tlon should be lnwstlpted to help Identify 
mlsslrc elements, lntre1se data 1c:c:uracy, and alleviate res.ource 
constrillnu. 

2023.11.001.Rl - Ensure data system r.qulrements are comprehensive 
andcomplmupfrorrt. 
•Ghlenthewaterfallappl'Oilch,scheduleandresourceconsldemions 
should be 1ivento lntre1slrc system requJrementptherln1 upfront. 
• Theprojectma1111ersshouldensure1reatercoordlniltfonafpro)ect 
lnformatlonneeded forrequJrementsm1na1ement andtrlddrc. 
•Conslderanlteratlw1pproachfornon<ode m1&rat lonactMt les,whlch 
all-forseveralroundsofrevrewandvalidiltfon. 

2023.ll.001.R4-Appolntdedk:i11ed Dita System Mla;riltion Lead5from 

• Conslderldenttfyfrcdedlcatedleadsto1sslstwrthan1lyilnatheeldstln& 
dati1envlronment,ldenttfyfnad1ti1ml1riltlonrequlrements,supportlna 
them1&ratlonprocess,troubleshootJn11ssuesthatarlse,andcoordlnat1na 
uskswlthProtech,Advilnced,o.tlhouse,andCSEA. 

The proJea team members are enr.iaed and the environment between PMI Project Manaaement Body The CSEA SM Es appear to be enaaaed In on1o1na Asseumfflt seurons and accounuble for timely comple,tlna r.qulred tasb, pro\/kllrc N/A 
Protech and CSEA ls collaborative. of Knowledse (PMBOIC) lnfonn1tlon, and respond In& to questions. The project team members rea:ularty seek feedbildt,. Input. and dilrlflciltion In an open and respectful 

Chal)tff 2.2 and PMI The manner. The experience and knowledse of Protech team members combined with thededk:3tlon and hl1h level ofqa1ement from CSEA SM Es 
Stand1rdforProject supporttheposltlvepro)ectte1menvlronment. 
Manaaen,fflt(SPM)Chaptff 
3.2statethelmportanceand 
benefltsaftreatfl"lla 
coll1boratlveprojectteam 
environment. 
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ITATUS·-·- 1---,,..-.. 

2024/0l/31:Riskclosedastheinventoryofnon-code•nd•ndllaryelement!iindudi111hardwilre,software, interbces,andbiltchfiles 2024/01/31 
was completed and wlll be v1lld1ted as part oftheU1:hnlc1I architecture and system requirements documentation. 

12/31/23: CSEA1ppolnted two dedicated Data System Milriltlon Leads. It Is unclear If Protech 1bo appointed I dedicated letd. A dear 
pl1nfsstfllmlssfrc,andCSfAdO(umentedafonnallssuerelatedtothelackoflnformi11ioncoordllliltlonandredundilntr.questsrelilted 

tothedatasvstemml&ratlonr.qulremenu. 

2023/12/31: CSEA1ppolnted two dedicated Data System Mllriltlon Leads. It Is unclear If Protech abo appointed a dedicated letd. A 
dnr pl1n Js still mlssfrc, and CSEA d()(umented ii fonnal issue related to the lack oflnfommion coordllliltlon and redundant r.quests 
related to the data system m1&ratlon r.qulremenu. 

Closed N/A 2023/11/30 

Riskclosednthe inwntoryofnon<ode 
and •ndla.ry elements WU completed. 

Closed asthlslsaposttlveobserwtlon. 
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Comment Log on Draft Report 

KROM Project: IV&V Document Comment Log 

fl) 
ACCUITY 

1 4 System Installation activities are not complete. CSEA IV&V agrees and notes this correction and status from the 
April 30th status report. 

2 6 Because System Installation is not complete, the sentence CSEA IV&V agrees and notes this correction as of the April 30th 

"All System Installation activities were reported as status report. 
completed" needs to be corrected. 

3 7 Because System Installation is not complete, bullet point CSEA IV&V agrees and has made this correction as noted in the April 
one under Project Success - Completion of System 30th status report 
Installation activities by April 11 - needs to be corrected. 

4 7 Bullet point four under Project Issues - execution of all CSEA IV&V agrees and notes this correction as noted in the April 24, 
batch jobs - has not yet met runtime performance 2025, Weekly Testing Report 
thresholds. 

5 7 Bullet point five - there has not been a finalization of CSEA 4/30/25-KEIKI Weekly Status Report, Pg 6, 2.0 KEIKI Re-
Acceptance Testing curriculum yet. Platform Status States: "Protech and CSEA finalized the UAT 

training curriculum" . IV&V will add that the UAT script 
refinement is at 74% completion for further clarity. 



6) 
ACCUITY 

FIRST HAWAIIAN CENTER 

Accuity LLP 
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