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BACKGROUND 

The State of Hawaii (State), Department of Attorney General (AG), Child Support 
Enforcement Agency (CSEA) contracted Protech Solutions, Inc. (Protech) on October 2, 
2023, to replatform the KEIKI System and provide ongoing operations support. Protech 
has subcontracted One Advanced and Data House to perform specific project tasks related 
to code migration, replatforming services, and testing. The agreement with DataHouse 
was terminated in February 2025. The Department of AG contracted Accuity LLP (Accuity) 
to provide Independent Verification and Validation (IV&V) services for the project. 

Our initial assessment of project health was provided in the first Monthly IV&V Review 
Report as of October 31, 2023. Monthly IV&V review reports will be issued through 
August 2025 and build upon the initial report to continually update and evaluate project 
progress and performance. 

Our IV&V Assessment Areas include People, Process, and Technology. Each month we will 
select specific IV&V Assessment Areas to perform more focused IV&V activities on a 
rotational basis. 

The IV&V Dashboard and IV&V Summary provide a quick visual and narrative snapshot of 
both the project status and project assessment as of March 31, 2025. Ratings are provided 
monthly for each IV&V Assessment Area (refer to Appendix A: IV&V Criticality and Severity 
Ratings). The overall rating is assigned based on the criticality ratings of the IV&V 
Assessment Categories and the severity ratings of the underlying observations. 

TEAMWORK AND PERSERVERANCE 

"When you 
hand good 
people 
possibility, they 
do great things" 

- Biz Stone 
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IV&V OBSERVATIONS 
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1 2 

PEOPLE PROCESS TECHNOLOGY 
■ HIGH ■ MED ■ LOW ■ PRELIM ■ OPPOR ■ POSITIVE 

0 8 0 11 
NEW OPEN CLOSED OPEN 

OBSERVATIONS OBSERVATIONS OBSERVATIONS RECOMMENDATIONS 
THIS MONTH TOTAL THIS MONTH TOTAL 

PROJECT BUDGET 

MILLIONS $4.lM $6.4M 

$- $2 $4 $6 
■ INVOICED ■ TOTAL 

* Only includes contracts. IV&V unable to validate total budget. 

PROJECT PROGRESS 
(Percent of the weighted duration of total tasks) 

68%** 
- ACTUAL ACTIVITY PROGRESS 

** IV&Vis unable to validate the progress percentage of the schedule as it does 

not include all project activities. 

KEY PROGRESS & RISKS 
Key Progress: System Integration Testing reached 90% completion, with all Financial Test Deck scenarios executed and batch performance significantly 
improved. 
• A Go-Live date of November 11, 2025, was proposed to provide a long weekend contingency for potential unanticipated cutover issues. 
• Protech assumed Data House test and defect management responsibilities; CSEA increased their involvement and effort, advancing batch validation. 
• System Integration Testing (SIT) will be extended through April 2025, and Protech will bear the full cost of the extension as communicated by Protech to 

CSEA. 
Key Risks: The project schedule has not been formally accepted, creating uncertainty in milestone tracking and downstream planning. 

• The transitional SOW between Protech (DDI) and Data House is pending completion of activities, delaying formal schedule alignment activities. 
• 228 of 655 defects, or 35% of the defects, remain open, and Protech is currently reviewing them to confirm their validity post Data House's departure. 

ASSESSMENT & PLANNING 

ASSESSMENT & PLANNING 

OCT2023 

PROGRAM DEVELOPMENT & TESTING 

SYSTEM INSTALL 

IMPLEMENTATION 

PROGRAM DEVELOPMENT & TESTING 

SYSTEM INSTALL 

■ ORIGINAL*** I ACTUAL ■ REVISED ■DELAYED 

SEPT 22, 2025 GO-LIVE 

POST IMPLEMENTATION & WARRANTY 

AUG 2025 APR2026 

* * * The project schedule was rebaselined following the approval of the DDI Project Management Plan on January 8, 2024 

4 



JAN FEB MAR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

O O O Overall Project Schedule: 
The KEIKI project team announced a revised Go-Live date of November 11, 2025, reflecting a 34-day 
schedule variance driven by the extension of System Integration Testing and the target of executing cutover 
over a long weekend to reduce operational risk. This extension was communicated by Protech (DDI) and 
confirmed to be at no additional cost to the State. However, the project schedule has not yet been formally 
reviewed and agreed to by CSEA, pending the completion of the activities in the transition Statement of 
Work (SOW) between Data house and Protech (DDI). The new draft schedule is expected in late April. The 
project management team continues to use the revised date for internal milestone planning, including 
adjustments to UAT and training timelines, and the MS Project schedule was updated accordingly in late 
March. 

Project Costs: 
Contract invoices remain within the total contracted costs. 

Quality: 
The KEIKI project's overall quality status is reflecting steady progress in testing alongside continued 
challenges in defect resolution and data validation. As of March 28, a total of 655 defects were logged in Jira, 
with 228 still open, including 4 critical issues and over 100 unconfirmed defects. DDI assumed management 
of the defect tracking system in March and is actively triaging the backlog to confirm which issues represent 
valid test failures, which are duplicates, and which require reclassification. While performance tuning has led 
to some batch runtime improvements of up to 80%, 30 batch outputs presented to CSEA March 20th from 
the February 18 run are actively in process of CSEA validation as of the end of the month. Approximately 
90% of System Integration Testing (SIT) was completed as of the end of March with 106 of 119 test scripts 
passing. The Financial Test Deck testing execution has finalized and is pending Protech's delivery to CSEA for 
review and approval. 

Project Success: 
In March, two specific code deliveries occurred: Version 1.0.0.21 was deployed prior to March 6, 2025, and 
testing was in progress at the start of the month. Version 1.0.0.22 was deployed by March 12, 2025, and 
actively tested thereafter. A subsequent delivery, version 1.0.0.23, was planned and delivered on March 20, 
2025, as referenced in the March 26 report, with testing continuing in this latest version. 

These releases included performance tuning updates such as converting stored procedures from static to 
dynamic cache (delivered in the March 6 build), which contributed to significant reductions in batch runtime 
durations across test environments. 

The project remains in Yellow status reflecting continued progress, while recognizing areas that require 
focused attention, including batch validation in progress, data quality issues with 35% of the 655 defects 
remain open, and a revised Go-Live date pending formal review and agreement. s 



JAN FEB MAR IV&V ASSESSMENT IV&V SUMMARY 

e e e 
AREA 

People 
Team, 
Stakeholders, & 
Culture 

Team: 
The successful execution of the transition SOW between Data House and Protech on March 31 formally 
completed the hand off of testing and technical responsibilities, ensuring no disruption in knowledge transfer 
or task ownership. DOI assumed full control of Jira management, initiating a structured review of open 
defects and aligning triage responsibilities across the development and QA teams. CSEA, DOI, and IV&V 
maintained consistent collaboration through weekly reporting, structured validation checkpoints, and a 
shared understanding of priority areas, contributing to project momentum and resource stability throughout 
the reporting period. CSEA is conducting frequent UAT planning meetings to identify all scenarios and sub 
scenarios to position total preparedness for UAT. 

Stakeholders: 
In March 2025, project stakeholders remained actively engaged and aligned on key priorities, contributing to 
sustained coordination across agencies and vendors. CSEA, as the primary stakeholder, continued to lead 
validation planning and quality assurance oversight, including coordination for batch output review and 
Financial Test Deck walkthroughs. DOI provided critical schedule and cost updates, communicating that the 
revised November 11, 2025 Go-Live date would incur no additional cost impact, and delivered formal notice 
of the Protech transition through the executed SOW between Protech and Data House. Weekly status 
meetings and March touchpoints confirmed that stakeholders were aligned on schedule expectations, risk 
ownership, and ongoing validation activities, reinforcing a stable engagement posture. 

Culture: 
The project culture in March 2025 reflected a maturing collaboration model grounded in transparency, 
shared accountability, and responsiveness to delivery risks. The execution of the transition SOW and 
assumption of key responsibilities by DOI signaled a formal shift in operational ownership, accompanied by 
clear communications to CSEA and IV&V. Teams demonstrated a commitment to cross-functional 
coordination, as evidenced by consistent engagement in test defect triage, schedule alignment, and data 
quality discussions. While areas such as backlog validation and RAID item closure remain open, the tone of 
project interactions during March supported a constructive, solutions-focused culture conducive to 
managing complexity and driving toward Go-Live readiness. 

The Green status for People: Team, Stakeholders, and Culture reflects a well-aligned team structure, active 
stakeholder engagement, and a collaborative culture focused on shared ownership, transparent 
communication, and continuity through the Protech transition to additional direct responsibilities. 
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JAN FEB MAR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

e 0 0 Process 
Approach 
& Execution 

As of March 2025, the KEIKI project's process status reflects steady progress in testing and cutover planning, while key areas 
such as data validation, interface readiness, and knowledge transfer still require refinement. Protech stabilized SIT execution 
post-transition, and CSEA advanced data alignment through agency meetings. Although the Financial Test Deck was executed 
and batch performance improved, output validation and data issues continue to affect test closure. The revised Go-Live date 
of November 11, 2025, is guiding planning, but an agreed on schedule is pending the completion of the Protech and 
Data house transitional period as defined in the SOW and targeted for April 18th. 

Process: 

Testing Transition & Execution Risks (Risk #112, Weekly Status Reports) 
• Progress: In March, Protech fully assumed responsibility for test execution following the transition from Data House, 

supporting continuity in System Integration Testing (SIT), which reached 90% completion, and executing 100% of the 
Financial Test Deck (FTD) scenarios pending CSEA validation. 

• Challenge: Although test coverage progressed, the transition contributed to delays in batch validation and interface­
related defect resolution. CSEA was reviewing resolution options proposed by Protech, indicating that these delays were 
being actively addressed but had not yet been fully resolved in March. 

• Refinement Needed: The deliverable Knowledge Transfer Plan-Draft v0.1 dated 2/7/2025 has not been completed as of 
3/31/2025 however, a just in time training approach now adopted and planned for July. This will align the UAT training 
sessions to ensure full alignment on testing methodologies, defect triage, and execution strategies while setting schedule 
expectations with the test team. 

Approach: 
Data Extraction & Validation Inefficiencies (Risk #89, Weekly Status Reports) 
• Progress: CSEA has expanded coordination efforts, implementing half-day agency meetings to align data validation 

processes. Improving transparency on extract quality and aligning batch test dependencies. 
• Challenge: SQL replication failures, formatting anomalies and record count discrepancies continued to disrupt validation. 
• Refinement Needed: Continue focus on implementing automated validation scripts, formalizing error handling protocols, 

and refining the extract delivery cadence to ensure timely and consistent data inputs for validation. 

Execution: 
Go-Live Cutover Planning & Readiness (Weekly Status Reports) 
• Progress: In March, the project team confirmed a revised Go-Live target of November 11, 2025, strategically selected to 

leverage a long weekend for operational transition and risk mitigation. The MS Project schedule was updated to reflect 
this new planning timeline, and cutover sequencing efforts are underway. 

• Challenge: While the revised date is being used for internal alignment, the project schedule has not yet been formally 
agreed to and remains dependent on the completion of Protech and Datahouse's transitionary SOW. 

• Refinement Needed: The team should establish a formal cutover readiness framework, including mock deployment 
cycles, contingency risk tracking, and defined approval gates to ensure deployment preparedness and minimize business 
disruption. 

The project process status remains Yellow trending up. This status change is due to improvements in stakeholder alignment, 
risk mitigation strategies, and structured execution improvements. Continued refinements in defect resolution, automation, 
and deployment planning will be necessary to fully stabilize project execution and transition toward a Green status. 7 



JAN FEB MAR IV&V ASSESSMENT IV&V SUMMARY 
AREA 

0 0 0 Technology This month, the KEIKI project made measurable improvements in system performance through targeted technology 
updates, including IBM's delivery of caching and stored procedure optimizations and Protech's re-execution of batch jobs 

System, Data, 
using the updated February 18 dataset, which reduced runtimes by over 80% for high-duration jobs. Hardware upgrades 

& Security to key database servers {SITOBFUDB0l and TESTKROMDB0l) further enhanced batch processing efficiency by an 
estimated 40%. Testing stability also improved, with minimal UI issues reported, though batch job automation and 
interface file validation remained areas of active refinement. 

System Performance and Stability (Risk #35 - now closed, Weekly Status Reports) 
• Risk Context: Batch job execution times had previously been a performance bottleneck, impacting test cycle time and 

delaying output validations. 
• Approach: In March, IBM delivered auto-caching and stored procedure optimizations, which Protech applied to the 

February 18 dataset; batch jobs were re-executed with runtime reductions of over 80% in some cases. 
• Execution: Protech and CSEA continued real-time monitoring and tuning, supported by recent hardware upgrades to 

SITOBFUDB0l and TESTKROMDB0l, which collectively improved batch processing speeds by an estimated 40% and 
reduced the number of long-duration jobs to four by the end of March. 

Data Extraction & Validation (Risk #89, Weekly Status Reports) 
• Risk: Persistent data quality issues, such as SQL replication failures, non-printable characters, and record count 

mismatches are delaying CSEA's validation of batch job outputs and extending the time required for test closure. 
• Approach: In March, CSEA conducted recurring half-day working sessions to align agency expectations around data 

validation and engaged in active troubleshooting of extract formatting issues and QA handoffs. 
• Execution: The project team initiated scoping for a report to identify fields with non-printable characters, and 

alternative extraction and validation strategies were discussed to address inefficiencies; however, Risk #89 remains 
open as of March 26, with validation of over 30 batch outputs from the February 18 cycle still in progress. 

Security & Compliance (Risk #64 - now closed, Weekly Status Reports) 
• Risk Context: PII compliance restrictions continue to affect a subset of defect resolution efforts when production-

like data is required for root cause analysis. This issue is limited to specific development teams and does not impact 
all testers. 

• Approach: The team has implemented data masking protocols and scoped out controlled testing environments to 
maintain security compliance while allowing defect analysis where feasible. 

• Execution: In March, IV&V and CSEA confirmed that secure extract delivery processes remained active, and no 
breaches or compliance violations were reported. Although not currently tracked as an open risk, data protection 
practices are integrated into validation workflows to ensure adherence to state and federal standards. 

The Technology status remains Yellow, trending up, driven by system performance gains from IBM optimizations, Protech 
batch reconfiguration, and hardware upgrades. CSEA improved data validation coordination, and security practices 
supported compliant testing. However, incomplete batch output validation and ongoing data quality and Pll-related 
testing constraints continue to require sustained attention in April. 
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TERMS 

RISK 
An event that has not 
happened yet. 

ISSUE 
An event that is already 
occurring or has already 
happened. 

ACCUITYf/) 

Appendix A: IV&V Criticality and Severity Ratings 

IV&V CRITICALITY AND SEVERITY RATINGS 

Criticality and severity ratings provide insight on where significant deficiencies are observed, and immediate remediation or risk mitigation 
is required. Criticality ratings are assigned to the overall project as well as each IV&V Assessment Area. Severity ratings are assigned to 
each risk or issue identified. 

Criticality Rating 

The criticality ratings are assessed based on consideration of the severity ratings of each related risk and issue within the respective IV&V 
Assessment Area, the overall impact of the related observations to the success of the project, and the urgency of and length of time to 
implement remediation or risk mitigation strategies. Arrows indicate trends in the project assessment from the prior report and take into 
consideration areas of increasing risk and approaching timeline. Up arrows indicate adequate improvements or progress made. Down 
arrows indicate a decline, inadequate progress, or incomplete resolution of previously identified observations. No arrow indicates there 
was neither improving nor declining progress from the prior report. 

e0e 

• 

A RED, high criticality rating is assigned when significant 
severe deficiencies were observed, and immediate 
remediation or risk mitigation is required. 

A YELLOW, medium criticality rating is assigned when 
deficiencies were observed that merit attention. 
Remediation or risk mitigation should be performed in a 
timely manner. 

A GREEN, low criticality rating is assigned when the 
activity is on track and minimal deficiencies were 
observed. Some oversight may be needed to ensure the 
risk stays low and the activity remains on track . 

A GRAY rating is assigned when the category being 
assessed has incomplete information available for a 
conclusive observation and recommendation or is not 
applicable at the time of the IV&V review. 
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TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

ACCUITYf/) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 
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Appendix B: 

STANDARD 

ADA 

ADKAR® 

BABOK®v3 

DAMA-DMBOK® v2 

PMBOK®v7 

SPM 

PROSCI ADKAR® 

SWEBOK v3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001:2015 

ISO/IEC 25010:2011 

ISO/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Industry Standards and Best Practices 

DESCRIPTION 

Americans with Disabilities Act 

Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

Business Analyst Body of Knowledge 

DAMA lnternational's Guide to the Data Management Body of Knowledge 

Project Management Institute (PMI) Project Management Body of Knowledge 

PMI The Standard for Project Management 

Leading organization providing research, methodology, and tools on change management practices 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in Systems and 

Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization (ISO) Quality Management Systems - Requirements 

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems and 

Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality Models 

ISO/IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes - Project 

Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 1: 

Guidelines for Life Cycle Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 2: 

Guidelines for the Application of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 
IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 
ISO/I EC/IEEE International Standard for Software Engineering - Software Life Cycle Processes -

Maintenance 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/I EC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 1: 

Concepts and Definitions 

ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 2: Test 

Processes 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 3: Test 

Documentation 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 4: Test 

Techniques 
IEEE Standard for Learning Technology- Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology- Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1:2011 and Service Management Frameworks: ITIL ® 

Information Technology- Security Techniques - Code of Practice for Information Security Controls 
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STANDARD 

FIPS 199 

FIPS 200 

NIST 800-53 Rev 5 

NIST Cybersecurity 

Framework vl .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security Categorization of 

Federal Information and Information Systems 

FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems 

National Institute of Standards and Technology (NIST) Security and Privacy Controls for Federal Information 

Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 
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2024.12.001 Risk 

Process 2024.12.003 Risk 

Process 2024.12.00S Risk 

Process 2024.12.006 Risk 

Process 2024.12.007 Risk 

RIUSTKYITNIDMDIMONIT 
1-·irvA110N PIIACTICI$ 1--··:rsa ----- :nDNI 

Critical tasks like "AWS Environment Publ075 Compliance" and "KM5: PM BOK• v7 emphasizes Resource allocation challenges are hindering progress on critical tasks like compliance testing and test script development, evidenced by0% (2024.12.001.Rl ) Enhancement of resourt:f:' allocation: the vendor team Open 
A<:t:f:'ptanceTest S<:rlpts Development Complete" have°" completion re501.lrt:f:' optimization as part completion rate5 and te5ting backlogs (e.g., only 16" of batch jobs llillldated). Addressing these l,ssues through skilled re501.lrt:f:' deployment and should consider assigning and aligning additional or more experienced 
despite their planned start in October 2023. This indicates potential resource of the "Resourt:f:' Management" upskilling initiatives will mitigate delays, act:f:'lerate milestone completion, and alien with PM BOK• principles for optimized resourt:f:' management. resources to the delayed tasks and backlog testing areas such as financials 
or prlorltilation constraints. Weekly te5ting reports highlight slow progress domain. Aligning re501.lrt:f:' and support UI llillldation. 
dueto insufficient resources(data processing)allocatedtobatchvalidation capacitywithdemandensures 
and interface testing. For example, only 16" of batch Jobs have passed ti mely task completion. 
validationasofDecember l 8,2024. Thoughdatatransferandprocessingis 
the primary issue, downstream considerations for knowledge transfer must 
alsobeconsidered anddeliveredtimelytopreventfuturetestingand 
valldatlondelaysandprovldeaseamlesshandofftoCSEAtomalntaln 
quality. 

Moderate Moderate Non-aitical tasksarebeingtrackedalongsidecritical ones,dilutingfocusand 5PM{The5tandardforProject Trackingnon-aitical tasks alongsidecritical ones isstraining resourcesanddelaying progressonessentialactivities likeFinancialTestDeck (FTD) (2024.12.004.Rl )Focusoncritical pathtasks,prioritlze defect resolution in Open 
potentially straining re501.lrt:f:'s. Financial Test Deck (FTD) te5ting Is blocked Management) defines te5tir,g, which is stalled by unresolved defects impacting 92" of cases. Refocusing on critical path tasks and resolving key defects, as emphasized by FTD and interfat:f:' batch Jobs, and deprlorltile non-critical dellverable5. 
by unresolveddefects,stallingprogresson92"ofpendingcases. prioritization as essential for 5PM,willpreventcascadingdelays andenableprogress in blockedtestingareas. 

malntalnlngproJectallgnment 
with strategic objectives. 

Prioritizingcriticaldeliverablesensuresthatdelaysdonotpropagate 
throughtheproJecttlmellneandunlocbprogressforblockedtesting 
activities. 

Moderate Moderate Te5ting metrics from weekly reports show varying levels of progress, with IEEE 1012-2016 recommends Inconsistent progress metrics, $uch as only 21" coverage In enforcement batch llillldation, indicate gaps In tracking and reporting that hinder (2024.12.06.Rl ) Establish Progress Monitoring and Reporting: Implement Open 
areas like enforcement batch llillidation at only 21" coverage. verification and validation effective oversight. Implementing a real-time dashboard, as recommended by IEEE 1012-2016, will provide actionable insights to prioritize a real-timedashboardto monitor testeicecutionrates, defectclosure,and 

coveragemetrlcs. Thisprovldesattionablelnsightsfor targetlngresources 
and resolving delays moreefficiently. 

Therisk logshowsl,ssue#47: Dataextractlondelayshlghlighttheneed for checkpolntsforeffectlve resource5andaddressdelaysefflclently. 
improved progresstracking and reporting. oversight. 

Moderate Moderate Some lower-priority testing, such as reporting sub:sV$tem batch jobs, reflects PM BOK• v7 encourages scope Delays in non-critical tasks, $Uch as reportlng$ubsystem batch Jobs with°" progress, highlight the need to reallocate resourt:f:'s to critical te5ting (2024.12.07.Rl ) Reque5t El(l:ension for NOO-Critlcal Deliverables: 
O'M, progress. 

Moderate Moderate Rlsks relatedtodependencie5, resourceavallability, and stakeholder 
approvals arenotexplicitly mitigated in theschedule.Weekly reports 
highllghtanincreaslngtrendlndefects, with480 defects loggedasof 
December l 8,2024. 

and schedule flexibility in activities.8ydeprioritizingtheseareas andrequestingel(l:ensions,assupported by PMBOK•v7,the projectcanfocusonachievingtimely 
adaptlveprojectenvlronments. cornpletlonofhlgh-prlorltydellverable5suchasKMSGoUve. 

Deprioritize non-aitical testing areasand requestelClensionsfortheir 
dellveryto reallocatefocustoultical te5ting. Toensuretlmelycompletlon 
ofhigh-prioritydeliverablessuch asKM5Golive. 

ISO/IEC 1608S:2021 highlights The increasing trend In logged defects (480 as of December 18, 2024) and unmitigated risks related to dependencies and re501,1rt:f:' availability (2024.12.08.Rl ) Further enhance the risk mitigation plan targeting defect- Open 
risk management as a critical emphasize critical gap,s in risk management. Enhancing the risk mitigation plan, as recommended by 1S0/IEC 16085:202 1, will address recurring prone areas such as financials and enforcement systems, proactively 
processfor llfecycle projects. lssuesindefect-proneareas likeflnancialsand interface5, reduclngthe likelihoodoffurther delays. reduclngthe likelihoodofaddltional delayscausedby recurrlnglssue5. 
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2025/03/31: As of March 2025, CSEA has confirmed that they have appropriate access to AWS since the Protech transition and overall 
testlngaccessandcoordlnatlon haveimproved,partlcularfythroug:hstructuredagern;yvalldatlonmeetlngs ledbyCSEA.TheKEIKI 
project's batchtestingwas reportedas87'6complete,accordingtothe most recentCritica1Pathmleduleupdate.This reflects 
cumulatlveprogressaaoss multiplebatchte5tinglteratlons,lncludlngperformancetuningeffortsandoutpUtvalldatloncy<:les 
a550ciatedwiththefebruary l 8dataset.The remaining batchactlvities, includinglteration5 andfinal validationarescheduledto 
continue into April. This observation shall remain open until the formal mledule alignment has been conducted and approved by CSEA 
andbaddogtesting areashavebeenaddressed. 

2025/02/28:38'6of batchjobshavepassedvalidation asoffebruary26,2025,showing an improvementbutstill below required levels 
for progresslonlntothenextphase. Resourceshortagesin flnancialsandUlvalldatlonareslowingtestingexecutlon, requlrlngaddltlonal 
skilled personnel to meet backlog demands. DOI has withdrawn from the project as of February 19, 2025, causing the necessity for a 
testlngallocatlontransltlonplantoProtechwhichlsstlll ln progress,IV&Vwill contlnuetomonltorprogress. 

202S/01/31: Progresscontlnues inaddresslngtheldentlftedlssue,wtth recenteffortsfocusedonreflnlngdatavalldatlon processesand 
improving coordination between stakeholders. However, challenge5 remain In fully resolving discrepancies, and additional verification 
stepswill berequlredtoensureconsistencybeforeflnalimplementatlon. 

202S/03/31: During March, Protech a,ssumed full responsibility for test eicecution and defect management, including taking over 
adminlstrationoftheJiradefecttrackingsystem. This transition supports improved trat:f:'abilitybetweentestcase~tionanddefect 
resolution. While the5IT dashboard continues to show Kript-level eKeCUtion (106 of 119 Kripts passed), IV&V is able confirm testing 
progressthruaccesslngofJirareports. DefectsarecatesorlzedastoCritlcal,Ma}or,Mlnor,andNormal. ProTechhastheabllltytotrack 
andactlvelytowortr. oncritical and high prioritydefects.lV&Vobservedthat linkagebetweenfailed/pendingtestsandtheir 
corresponding defects is still being validated under DDl's new triage process. CSEA and IV&V are monitoring this effort, and further 
improvements are expected as part of Protech's Jira backlog reconciliation. This item should remain open pending full integration and 
reportlngconslstern;yacrossSIT,batch,andUATtracklngsystems. 

202S/02/28: In February 2025, Protech fully assumed testing responsibilities following Data House's withdrawal, with AWS and JIRA 
adminlstrationtransitioningonfebruary26. Batchjob validation improvedto38", but resourt:f:'shortagescontinuetoslowprogress ln 
flnancialandUlvalldatlon, lmpactlngcrttlcalcompllaneetasks.Testingdelaysanddataextractlon l,ssuespersist, requiringadditlonal 
skilled resources andprioritizationof defect resolutionto preventfurther scheduleslippage. Thetesting allocationandtransition planis 
currentlyunderwaywtthProtech. 

202S/01/31: ThestatusupdateforJanuary resardlng Observatlon2024.12.003emphasizesslgnlflcant progressinaddresslngproeess 
inefficiencies, with a focus on optimizing workflows and refining procedural documentation. However, remaining gaps in eKeCUtion and 
resource allocation necessitate continued oversight to ensure sustained improvements and full alignment with project obj~. 

202S/03/31:ThroughoutMarch, rlskandl,ssuetracklngimprovedthroughtargetedupdate51nthelV&V reportsandtouchpolnt 
confirmations; however, the RAIO log content was not consistently cited in weekly status reports. While IV&V validated the active status 
ofseveralkey rlsks(e.g.,Rlsk #89relatedtodatallillldationandRlsk#112concernlngtest~tioncontlnuity),these rlskswere 
primarily referenced through summary narratives, not as direct log item linkages. The most recent RAID log submitted in March lists 
severalactlverisksnotfullylntegratedintostatus reports,suggestlngthisobservatlonshould remalnopenuntll cross-referencing 
practicesbetweenRAIDlogs andweekly reportlng arestandardized. 

2025/02/28: While testing reports did show improvement in February, IV&V will continue to monitor the clarity of the weekly testing 
reportscltingthetransltionoftestlng responsibllltiestoProtech. lnordertoplai:emark test reportlngprogressandclarity,the 
percentageoftestingper testingstream isasof02/ 19/202S, 
-AnanclalTestDeck (FTD): 75"complete(l8 scenariospassed,6actlve). 
- System Integration Testing (sin Execution: 82" complete (78 out of9S lest Kripts executed). 
- Batch Job Testing: 38"valldated (improving from previous nlOnths, but still below required levels). 
- Refined UI Testing: 90'M, complete (410 Kreens tested, 41 failed cases awaiting defect resolution). 
IV&Vwillcontlnoetomonltorte5t reportlngdarltythroughthetransillonloProtechtestingoversight. 

202S/01/31: 0ngolngchallenges relatedto resourceconstralntsandflnalizlngvalldatlonefforts requlrecontinuedmonltorlngtoensure 
full implementation and long-term stability. 

202S/03/31: In March, the project team communicated and aligned on a revised Go-Live date of November 11, 202S, extending the 
overall timeline to accommodate continued validation activities, including batch outpUts and reporting. While a formal elClension request 
spe,;ifleto non-altical testltemswasnotdocumented,theextendedscheduleandassoclatedupdates reflectadefactoapprovalfor 
additional testing time. This mledule shift has enabled continued work on lower-priority llillidations, effectively meeting the 
recommendation's Intent. This Item may be considered for dosure, contingent upon confirmation that remaining report testing is 
induded inthe updatedcutoverandUAT planning.Closurewill alsobecontingent uponProtechcompletingtheactlvities in the 
transition SOW for CSEA to review and prOlllde approval in order to formalize the mledule. 

202S/02/28: In February the testing teams have prlorltiled System Integration Testing (Srr) and Financial Deck Testing (FTD) execution, 
delaying non-essential batch jobs to mitigate schedule risks. A formal elClension request Is In discussion to defer lower priority 
deltverables like reporting subsystem batch Jobs, ensuring resource alignment with u ltlcal milestones. IV&V will continue to monitor the 
outcomeofthediscussions. 

202S/01/31: Continued progressin refiningdata management processes and enhancingcoordinationanlOng keystakeholders. 
However,perslstentchallengesinensuringdataaccuracyand resolvlng lnconslstencies requlrefurthervalldatloneffortsandongoing 
oversighttoachievefullresolution. 

202S/03/31: In March, risk awareness remained a core focus across IV&V and stakeholder reporting, with specific emphasis on 
transition readiness, batchdataquality, and cutoverplanning risks.ActlveriskssuchasRisk#89(dataelClraction) and Risk #ll2(testing 
transition) were tracked through status reports and IV&V analysis, and the March RAIO log reflected five open risks aligned with ongoing 
project concerns. However, RAID log integration into weeldy reports was still partial, with risk IDs not consistently cited in narrative 
updates. As such, this observation should remain open, pending full and consistent mapping of RAIO risks into weeldy reporting artifacts 
and stakeholder communications. 

2025/02/28: In February, risk management processes remain active, with ongoing monitoring of resourt:f:' allocation, batch job 
valldatlon,andinterfaceflle resolutlon. Several risks remalnopen,indudlngdataextractlondelays,defect resolutlonissues,and 
resourt:f:'constralnts.Additional verificatlonandsustalned monltoringareneededtoensureriskmitigationstrategiesarefully 
implementedbeforedosure. 

202S/01/31: Rlskmlt1gat1onefforts,indudlngstrengthenedcollabotatlonbetweenteamstoaddresssystem intesrat1ond1allengesand 
resolve key technical Issues Improved in January. However, some dependencies remain unresolved, necessitating additional testing and 
validatlontofully mitigatepotential risksbefore lmplementation. 
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Project management responsibilities may impact effective project PM BOK• v7 emphasizes Pnvlou1:The Protech Project Manager provided a draft project schedule; however, it was incomplete and listed due dates that were already CLOSED: 2023.10.002.Rl -lmprovetheprojectscheduletoaddress 
re501,1rce optimization as part missed for several dellverable5. The Implementation of stroog schedule and re501,1rce management practlce5 early will help the project start off $Chedulecommeiits. 
of the "Resource Management" right and stay on track. Protech's Project Manager is experienced with similar implementations and is working collaboratively with the project • OeYelop a detailed plan with assigned resources to complete project 

The review of prior findings confirms that several dosed IS$UeS correlate domain. Aligning re501,1rce team to address feedback. tasks. 
withongoing challenges indatavalidat ion, resource management, interface capacitywithdemandensures 
dependencie5, and te5tiog progress. To ensure project SUC(ess and minimize tlmelytask(Ol'Tlpletlon. Possible rootc:11use5 or contrlbutiog factors are turnover of project managers, an aggressive project tlmeline, and need for additional project 

• Providetheappropriatedetail oftasks,durations,duedates, milestones, 
andkeywortproductsforvarlouspartles. CSEAasslgnedtasksshould also 

cutover risks, reopeningthesefindingsand implementing correctiveactions management support. Another possible root cause is Protech's need to revisit the project RFP and submitted proposal to reduce the misalignment be dearly reflected in the project schedule. 
are advised. ISO/IEC 1608S:2021 of expectations, creatiog longer deliverable review cyde5. • Obtain agreement on the baseline schedule and then hold parties 

recommends proactive risk accountable fortasksanddeadlines. 
Dependeiiclessuchastask S93for"KMS: AcceptanceTestS<:rlpts management to Identify areas Feedback on preliminary dellverable5does not appear to be adequately addressed. For example, the need for a resource loaded schedule was 
Development Complete" remain unfulfilled. Weekly reports identify where concurrent task (Ol'Tlmunicated verbally and in meetings repeatedly. REOPENED: 2023.I0.002.R2-0eterminetherootcausesofdelaysand 

developplanstoaddressthem. unresolveddataflledependeiiclesandlocorrectfileformats(e.g.,GOG exeeutionmltlgate5schedule 
issueslnbatchjobs),furtherdelayingprogress. 

Lineartasksequencingcontributestodelayswheretaskscouldfeasiblynm 
inparallel(e.g.,compllaoceanddatabasemlgratlon). Flnancialshaveo,c; 
validationcoverage inthe refinedUl,highlightingthebacklog. 

CUrrent: UnresolYeddependencies,suchastask593anddata file iS$Ues,aredelayingprogressoncritical testingmilestones like "KMS: Acceptance • Performarootcauseanalysis includingdefiningtheproblem, 
Te5t scripts Development Complete." Addressing these delays through resource reallO(ation, collaboration with State partners, and adhereiiceto bralnstormlog posslblec:11use5, and developlog a plan to address the root 
IEEE 12207-2017 standards will ensure smooth integration of KEIKI system interfaces and uninterrupted downstream task progression. causeofthe problemsuch as resourceconstraints, dependencies,and 

undeflnedtasks.A$$esspotentlalopportunitlesforparallelizlng 
Delays caused by linear task sequencing, such as in compliance and database migrat ion, highlight the need for implementing parallel workstreams wortstreamsand efforts. 
toaddressbacldog$ 1iketheo,c;valldatloncoveragelnfinanclals.FollowlnglSO/IEC 1608S:2021,lnitlatlngconcurrentworkstreamsacross •Basedontheexperieiiceofthelasttwomonths,a-eateareallstk 
subsystemswilllmprovetestlngthroughputandreducedependencies,expedltlngoverallprojectprogress. Khedulebasedonthetimeand resources neededtoperformtasks. 

CLOSED: 2023.10.002.R3 -Assess theneedforadditiona1Protech 
resourcesforprojectmanagemernsupport. 

CLOSED:2023.10.002.R4-HavetheCSEAandProte<:hProjectManagers 
adopt amorejoint,collaborative approach. 
•HavethePMsdearlydefloethelrrolesandresponslbllitlesinproject 
management responsibilities. 
•Activelyplan,shareandexe<:uteproje<:tresponsiblllties. 

Reopened 2025/03/31: As of March, project reporting has improved in granularity, with weekly status reports consistently identifying active risks Original Close: 
and testing-related bloo:kers, and IV&V tra,;klng Individual RAID log Items (e.g., Risks #89 and #112). However, formal distinction 2024/0S/31 
between risks, iS$Ues, and decisions remains inconsistent across communications, particularly in status reports, where these items are Reopened: 
ofteii (Ofl'lblned into narrative summaries without clear labeliog. While the March RAID log itself Includes structured entries for each 2024/12/24 
category, thisobservationshouldremainopenuntilconsistent,category-specffictaggingisincorporatedintoallreportingstreams. ln 
order for CSEA to formally approve the new project schedule, Prote<:h must complete the activities In the transition SOW. Protech needs 
to Khedule a fi rm delivery date that is acceptable to CSEA with urgency, since the Khedule cannot be formally aligned in its absence. 

2025/02/28:Effortstoparallellzewortstreams(2023.10.002.R2-2)arebeingevaluated, but coordination betweenProtech and CSEA 
while underway is facing larger priorities for testiog transition. While progress has bef!n made in ldeiitifylog root causes and adjusting 
scheduling strategies, this recommendation is requiring a more structured approach to align testing priorities which may end up being 
addressedlnthetestiogtransltionplan. IV&VWillcontlnuetomonltorthatprogress. 

2024/01/31: Despiteseveralmeetings,there isstillaneedforagreatersharedunderstandingof scheduleconcernsbetweenProtech 
andCSEA. ThlsrlskwillcontlnuetobeevaluatedwlththerecentaddltionofProte<:hresourcestolmprovethetimellnessofproject 
eKeeution, a recommendation was added that project managers can adopt a more joint, collaborative approach to share and dearly 
delineateproJect managementresponsiblllties. 

2024/12/31: Accuity increasedtheseverityrating from level3(Low)tolevel 2(Moderate).Morerigoronfoundationalproject 
managementpractlceslsneededtopreventfurtherdelaysandlncreasethequalityofprojectexe<:utlon. Theapprovedprojectschedule 
stilllacksdetailedtasks toadequately planproject resourcesandmonitorprojectperformance. Althoughthe projectschedulehassome 
perceiitagecompletlon,theprocesstomonitorandealculatemetrli:51sunclear. 

2024/11/30: This was originally reported in the October 2023 IV&V Monthly Report asa preliminary concern but was upgraded to and 
rewritten as a risk this month with recommendations. The project Is still challeiiged with lnsuffldeiitly updating deliverables and 
continueddelays intheproposed projectschedule. 

2024/05/31: The risk was closed as project managemeiit activities are being executed more timely and effectively. 

2024/04/30:TheCSEAProjectManagerstillneedstolndependeiitlyvalldatethevarianceandcrlti,:alpath. For monthlystl!'f:'riog 
committee and project status meetings, it would be beneficial for CSEA to take a more active role in communicating their perspective on 
project progress to stakeholders. 

2024/03/31: Closed two recommendations as a new, separate observation with recommendations related toKhedule and resource 
management was opened. Refer to observation 2023.03.002. Project managers should prioritizeworting dosely together to assess 
Up(omlngactlvltles,thelmpactofprojectdelays,anddetermlnelfanychangesareneededtotheoverallprojecttlmeline. 

2024/02/29:TheproJectscheduledoesnotlncludeallproJecttasksandisbelngupdatedtolncludemoregranular-levelproject 
activities One recommendation was dosed as Protech added additional project management resources. 

The data extraction process is critical for the cutover activities and current projections show potential for significant delays. This iS$Ue results from 2024.08.001.Rl - Verification of Data Extraction and Conversion Processes Open 2025/03/31: In March, the project team made notable progress toward addressing data extract quality iS$Ues, including the launch of 
structuredhalf-dayCSEAagencyvalidatlonsessions,andthelnltiationofadellverabletoldeiitlfynon-prlntablecharactersln hybrld DB 
fields. Although SQL replication failures and data formatting mismatches remain contributors to delayed batch output va lidation, Risk 
#89contlnuestotracktheselssuesasopen.Wlthkeyactlvltlesunderwaybutflnal valldationstillpendlng forover30outputsfromthe 
FebruarylBbatchcycle,thisobservationshouldremain open,with dosure considered onceextractstabllityandvalidation resultsare 
fully confirmed. We adulowledge that targeting the new Go-Uvedate of 11/ 11/2025 to utilize a long weeltend for (l.ltover will reduce 
risk. 

reliance on shared mainframe resource5, lnefflclencie5 In data extraction programs, and long download/upload tlme5. Each time new data is • Standard(s): IEEE 1012-2016 Emphasis: Verification ensures that the 
needed for testing, the entire database must be extracted, which is time-consuming. CSEA is evaluating a SQL replication strategy to replace the system is built correctly according to its specifications. 
current process and has assigned two dedicated resources to Identify and test this approach. Dally meetings with DOI and CSEA have bef!n o Re<:ommendatlon: lmplemeiit a thorough verfficatlon prO(ess for all 
establishedtocollaborateonthis iS$Ue. The targetforvalidatingthisapproachisJuly3lst. dataextractionandconversionmethods,particularlytheAsciitoBCP 

scrlptconversions.Establlshdledpointswheretheflle(OUntsand 
The static data collected from the data extract prO(ess projects a worst<ase scenario of 12 to 36 days to fully extract ADABAS data to the 374 flat conversion accuracy are verified before moving to subsequent phases of 
fi les, Including downloadiog and uploading the files. This arises due to: 1) CSEA uses a shared mainframe, 2) inefflcieiicles of data extraction the project to avoid potential IS$UeS in later stages. 
programs, 3) download/upload times. The data extract process is central to the cutover activities completing over Fri/Sat/Sun. If not improved, 
CSEA may face 4/S days operational downtime for (l.ltover Wl!'f:'keiid. 2024.08.001.R2 - Valldatlon of Extracted Data Consistency 

•Standard(s): IEEE 1012-2016Emphasls:Validationensuresthatthe 
systemmeetsitsinteiideduseandsatlsflesuserneeds. 
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o Recommendation: Conduct end-to-end validation of the extracted data, 
ensurlngthattheSQL-to-SQLcomparlsonsareconsistentandmatdlacr0$$ 
systems(Protech andCSEA).Given thenoteddiscrepancies, avalidation 
stepshouldbelntroducedaftereachmajorextractlonandconversiontask 
(e.g.,Taskll}.Thiswill confirm thattheextracteddata matchesthe 
expectedoutputandlsusableforfurtherprocesslng. 

2024.08.001.R3 - RlskManagementforBlnaryandAscHFlleHandllng 
•Standard(s): IEEE 1012-2016Emphasis:Riskmanagement isintegrated 

lntothelV&VprO(esstoldentlfypotentialrlsksandlmplement mltlgatlon 
strategies. 

o Recommendation: A$$ess the risks a$$0(1ated with the conversion and 
handlingofblnaryandAsciifiles.Oiscrepancieslnbinaryfllecountsand 
the use of converters for 27 Illes Wl!re diS(l.lssed. It Is recommended to 
performriskanalyslsontheseconversions,ensuringthatanypotential 
datacorruptlonor l0$$duriogconversionisiderltlfiedandmltlgated. 
Considerimplementingadditional testingandvalidationforthesespecific 
files. 

2024.08.001.R4 - ResourceManagemeiitandSpaceAvailablllty 
•IEEE 1012-2016Emphasis:Resource managementiscrucialforthe 

SUC(essfulexe<:utlonof proje<:tactlvltles. 
oRecommendation:Theobservation regardingpotentialspace risks 

shouldbe takenseriously. Conductare501,1reeassessmerntoensurethat 
there issufficientstorageand(Ofl'lputingresourcestohandlethe 
extractlon,converslon,and prO(essingofdata.Thlsshouldbedonebefore 
theextraction processbegins,withcontingencyplansln place in caseof 
resource shortages. 

2025/02/28: While progress has been made in refining extraction strategies and implementing validation chedpoints, full validation and 
risk mitigation have not been achieved, and cutover risks remain active. Continued IV&V monitoring Is required to ensure SQL 
replicationtesting isvalidatedandoperationalbeforecutoverplanning. SQL replicationtestlng contlnues(2024.08.001.Rl ),with CSEA 
andODlholdlogdailycoordlnatlonmeetlngs,butvalldationoftheapproachhasnotyetbeeii(OITlpleted.TheseactlvltlesWillneedto 
resume with Protech taking over DDl's responsibilities. Verification and validation steps have Improved (2024.0B.001.R2), but 
discrepaodeslnextracteddataperslst,requlrlngaddltionalconverslonaccuracyche<:ksandspacemanagementadjustmeiits 
(2024.0B.001.R4). Rlsk managementforblnaryandASCllfilehandling 
(2024.08.001.R3)isongolng,wtthproactlveerrortradlog redudogpotffltialcorruptlonrlsks,butvalldatlon remalnslncomplete. 

202S/01/31:Thelateststatus updateforJanuarylndicatescontinuedcollaboratlonbe!W1!erlCSEAandODltoreflnetheSQL repllcatlon 
strategy, with dedicated resources actively testing extraction improvements to mitigate risks associated with prolonged data transfer 
times.lnallgnmentwtthlEEE1012-2016,verfficatlondledpointshavebeenpartiallylmplemented(2024.08.001.Rl),valldatlonsteps 
for extracteddataconsistencyareprogressing(2024.08.001.R2),andadditionalriskassessmentsforblnaryandASCllfllehandlingare 
ongolngtopreventdatacorruptlon(2024.08.001.R3),whllespaceavallabllitycoocerns remalnunderrevlewwlthcontingencyplannlng 
inprogress(2024.08.001.R4). 

2024/12/24:(2024.08.001.Rl) - VeriflcationofDataExtractionandConversionProcesses:Veriflcationprocesseshaveprogressed,with 
part1alimplemeritat1onofdlecl(polntsforASCllto8CPscrlptconversions.Fllecountsandconverslonaccuracyvalldationsareongolng, 
resolving discrepancies Iteratively to reduce downstream errors. Additional automated chedlsare required to fully strengthen the 
verfflcatlon prO(ess. 
{2024.08.001.R2)-ValidationofExtractedDataConsistency: 
SQL·tO-SQl(Ofl'lparlsonsbetweenProtechandCSEAsystemshaveadvanced,wlthvalldatlonchecl(pointsintroducedaftermajor 
extraction tasks. Improvements In data alignmentare evident, but interface data discrepancies remain, requiring further validation for 
end-to-eridconsistfflcyacrosssystems.8atchvalldatlonuslng5eptember30 productlondatademonstratedreducedlnconslstendes. 
{2024.08.001.R3)-RiskManagementforBlnaryandASCIIFileHandling: 
RlskassessmentsforblnaryandASCllfileconverslonshaveiderltlfieda-ltk:alareasrequlriogadditlonaltestlogtomltlgaterisksofdata 
corruption.Packedbinaryanddate/timefleldissueshavebeen resolved,butvalidationof flle integrityduring conversion phasesisstill 
cruclal.Proacttveerrortracklnghasmlnlmlzedpotentialissuesduriogtestiog phases. 
{2024.0B.001.R4)-Resource Management andSpaceAvailabllity: 
Re501.1rceassessmentsand adjustmentstomalnframe utillzatlonhavelmprovedtestlngefflciencybyaddresslngstorageand 
computationallimitations.Contlngency plansforstorageshonages havebeenestablished,ensuringsmoother testingandbatch 
processlngcydes. COl'ltinuedfocuson resourceprioritlzatlonlsoeededtoavolddelays lnhlgh-demandtestlngperlods. 

IV&VWill contlnuetomoriitorthesere<:ommeiidatlorisandvalldateprogressuntilfullresolutionisachleved. 

2024/11/27 - (2024.08.001.Rl )- Verification ofDataExtractionandConversionProcesses 
Verfficatlonpr0(1:!$$1:'Shavebeenstreiigtheiied,particularlyforASClltoBCPscrlptconverslons. Fllecountsandconversionaccuracyare 
nowvalidatedduringbatchvalidationand regressiontesting phases,withcheckpoints implemented toensureaccuracybefore 
advanclngtosubsequentphases. DiscrepancleslffteldallgnmentandCOIIYef5ion accuracyarebelngre50lvedlteratlvely, reduclng 
downstream errors. 

(2024.08.001.R2)-ValidationofExtractedDataConsistency 
End-to-erid validation has been introduced, Including SQL-to-SQLdata (OITlparlSOl'ls betweeii Protech and CSEA systems. Valldatlori 
checkpointsafter major extractiontasksensureconsistencyinextracteddataoutputs. 
Major Improvements in data alignment and reduced Inconsistencies, as sl!'f:'n in batch validation using September 30 production data. 
(2024.08.001.R3)-RiskManagementforBinaryandASCIIFileHandling 

Original Closure Note: Closedasthe 
project managersareworldogmore 
collaboratively toshareandeKeeute 
projectresponsiblllties. 
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Moderate Moderate The timing of other State of Hawaii modernization projects impacts the 
abllltytoproperlyde:signKEIKl$ySteminterfacesandwillnece55ltatethe 
need for interface modifications after its deployment, which can lead to 
addltionalcosts,delays,anddlsruptlontothesystem. 

RIUSTKYITNIDMDIMONIT ""'""' '·---... 

CSEA's KEIKI system currently relies on a legacy cyberfusion system running on the State's mainframe for system file and data exchanges with O.OSED: 2024.07.001.Rl - It was recommended that CSEA meet with the Open 
multiple State of Hawaii agencies. The timing of multiple agericles moving off the mainframe at differerit times will result In the need to modify new Chief Data Officer. And also to meet with the EFS team to ideritlfy any 
KEIKI system interfaces after the system has been deployed. Until other State modernization projects are completed, the KEIKI project cannot potential impacts to CSEAand align with IT policies. 
performserver-baseddataexchangesandwlllneedtocontinuetointerfacevlathemalnframe. 

In addition, as the KEIKI project Involves Integrating a moderniled child support system with existing legacy systems, there may be other 
a.OSED: 2024.03.001.Rl-CSEAshol.lldcoordinateregularmeetingswith 
lmpactedStateofHawaliagencies. 

technologicalandarchitecturalgapsthatarise.Thesegapscanindudedifferencesintechnologystacks,suchasprogramminglanguages,database • Roles, responsibilities,expectationsandinterfacerequirementsshould 
systems, and operating environments, as well as the abserice of modern application programming Interfaces (APls) in the legacy systems. Based on bedearty defined to ensure information and project status is proactlvely 
the timing of concurrent State of Hawaii modernization projects and upgrades, the end-to-end testing of the KEIKI system may necessitate the communicated for the variollS modernization efforts. 
undertaklngofsupplementarytasks,alkxatlonofadditlonalresources,and coordlnatlonefforts. 
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2024.03.001.R2-Theprojectsshouldproperfyplanforinterfacessothat 
theyarellexlbleenoughtoaccommodatefuturechangesandare 
compatible with other agencies. 
•Cleartyldentlfyall thelnterfacesthatthesystemwillinteractwith and 
how they will communicate. 
•Developinterfacesanddatastructurethatareflexlbleenoughto 
accommodatechangestothe lnterfaces. 
• ~ailed testlngWillberequlredasthevariousdepartmentsupgrade 
their systems to ensure compatibility. 

Adetailedriska55essmenthasbeenperformedforbinaryandASCllfileconversions,particularlyfor27criticalfilesidentfiedinearlier 
phases.Additlonaltestinglsunderwaytomltlgaterisksofdataeorruptlondurlngconverslon.Proao:tlveerro,tracklngandresolutlonare 
reducingpotentialissues,with measuresinplacetovalidatefilerountsandintegrityduringeachphaseoftesting. 

(2024.08.001.R4)-ResoorceManagementandSpaceAvailability 
Resourceassessmeritswereconductedtoensureadequatestorageandcomputatlonalcapacltyforextractlonandconversiontasks. 
Contingencyplanshavebeenestablishedtoaddresspotentialstorageshortagesorcomputingdelays.Resoorceprio,itizationand 
adjusunerits to mainframe untlllzatlon have mlnlmiled space risks and improved pr0<:esslng effldericy for ongoing testing and validation. 

IV&Vwill contlnuetomonitor theaboverecommeridatlons untllthereisconslstentevldenceof resolutlon. 

2024/10/31-2024.08.001.Rl(VerificationofOataExtractionandConversion):Open-lnProgress:Verificationstep,sareunderwaywith 
some cheo:kpolnts implemerited. Critical issues, like date/time dlS(repancles, have been resolved. Cheo:kpolnts to verify fllerounts and 
conveBion accuracy have been partially implemented, although mo,e robust, automated checks are still needed. 

2024.08.001.R2 {Validation of Extracted Data Consistency): Open - Partially Implemented: SQL replication and extraction validations 
have progressed, with crltil:al Issues such as date/time and p.,;l(ed fields now resolved. The October reports Indicate that ongoing 
discrepanciesininterfacedataandbatchoutputsstillrequirevalidationtoconfirmend-to-endconsistencyacrosssystems. 

2024.08.001.Rl (Risk Management for Binary and Asc:ii File Handling): Open- In Progress: Some risk a55essments have been completed, 
but specific evaluations for the binary and Ascil files are still needed. The packed field and date/time data Issues were resolved, reducing 
some risk associated with binary data. Additional validation and testing for converted files remain crucial to ensure data accuracy in 
other key areas. 

2024.08.001.R4 (Resource Managemerit and Space Availability): Open - Ongoing Evaluation: Resource constraints, particularly related to 
mainframe andstoragecapacity,arestill anareaoffoc:llS.TheOctoberupdateshighlightedthatbatchandlnterfacetestingare 
sometimes delayed due to dependency on shared mainframe resources and long runtlmes for large batch Jobs. Develop contlngericy 
plans to manage high-demand periods and alleviate mainframe dependency for smoother testing cydes. 

2024/9/30:Therelsadelaylntheresolutionoftheproductlontestdatadellverymethod,asnotedintheweeldystatusreport.The 
datetime issue with the replicated SQL data isa key bl0<:ker, with the CSEA worting to resolve this through Natural programs. This has 
thepotentlaltodelaycrltlcaltestlngphases,asltlmpedestheabllltytotestwithaix:urateproductlondata.Thedate/tlmelssue 
continuestobeabl0<:ker.Nullsandpackedbinaryfieldshavebeenresolved.TheUlrefinementpr0<:esshasprogressed,with84%ofthe 
tasks completed. However, finalization and validation are still pending, and the scheduling of the walkthrough of the UI Refinemerit Plan 
is underway. The Financial Test Deck (FTO) eKeCUtion is still only 35% complete, and scenario execution is IN complete, while not 
directlyonthecrltkalpath,delayslntheFTDcouldbe<:omeafuturerlsklfunresolvedlssuespersist.Batchtestlngisprogressing,wlth 
31%ofbatc:htesteKeCUtioncomplete. 

2024.08.001.Rl {VerificationofOataExtractionandConversion):Open-Progress madebutverificationofAsciitoBCPscriptsand 
checkpolntsnotfullyimplemerited. 

2024.08.00l.R2{ValidatlonofExtractedDataConslstency): Open -Partlalprogress,butlullerid-to-endvalldationofextracteddatais 
still pending. 

2024.08.001.Rl (Risk Management for Binary and Asc:ii File Handling): Open- No mention of spec:ific risk assessments for binary and 
Asc:Hfllehandling;furtheranalysisneeded. 

2024.08.001.R4 (Resource Managemerit and Space Availablllty): Open - Ongoing evaluation of SQL replication strategy; resource 
concerns still active. 

2024/8/30: The key decision to determine and finalize the method of test data delivery is now anticipated for September and the 
outcome is now based upon the solution for the date/time Issue and the pa,;ked binary fields. CSEA and Protech have worked diligently 
todeartheotherissueofnulls. 

2024/1/31: CSEA is still investigating and testing the SQL to SQLsolution, however, the testing results are still not meeting CSEA's 
expectatlons.CSEA'sdeclsionisduedurlngtheflrstweekofAugust.~useofCSEA'sconcernthatthisissuelsstlllunresolved,the 
potentialimpactontheschedule,theseverityhasbeenraisedtohigh. 

2025/03/31:lnMarch,Protechbeganvalidatingthe22gopendefectswithinJira,includingoverl00unconfirmedissues,andtook 
ownership of ensuring traceability between d~ resolution and retesting outcomes. While SIT retesting is well underway for most UI 
andbatch-relateddefects,interfacetestingcontinuestoexperiencedelays,partlcularlyduetodifficultiescapturingtestfilesprio,to 
downstream system consumption. These challenges have limited retesting confirmation for interface-related defffls. Therefore, this 
observation remains open, with resolution contingent on improving test traceability and confirming retest documentation across all 
functlonal areas,lncludlnglnterfaces. 

2025/02/28: Testing has lderitlfled compatibility challeriges (2024.03.001.R2·2), particularly with external agency system upgrades, 
requiringenhancedflexibilityininterfaceconfigurations.Whileprogresshasbeenmadeininterface planningandvalidation,ongoing 
compatibility challenges and pending refinements necessitate continued monitoring and testing before this recommeridatlon can be 
closed. 

2025/01/31: While progress has been made In developing flexible Interface structures and planning for future modifications, end-to-end 
testing remains ongoing, and coordination With other departmerits Is still required, meaning recommendation 2024.03.001.R2 cannot 
yetbecloseduntilfullcompatibilityandadaptabilityarevalidated. 

2024/12/24 - (2024.03.00l.R2) In Dec:ember 2024, progress was made in identifying system interfaces and their communication 
methods,wlthupdatesshareddurlngweeldyinterfaceworkshops.Effortstoensureflexlbllltylndatastrllcluresandlnterface 
conligurationscontinued,indudingadjustmentsforcompatibilitywithmodernlzationeffortsinpartneragencies.Testingactivities 
fOCllsed on validating data exchange through SQL-to-SQLcomparisons and resolving discrepancies In Interface flies, With additional 
workshops S(heduled to address integration challenges. While significant Improvements were achieved, ongoing coordination with other 
departments is essential toensurecompatiblllty as their systems undergo upgrades. ~ailed end-to-end testing remains a a-ltkal next 
steptoconfirmreadinessforprodllctlon. 

2024/ll/27-{2024.03.001.R2}-lnterfacePlannlngandCompatiblllty 
Alllnterfaceshavebeencataloged,classlfledasinbol.lnd,outbound,orboth,withthelrcommunlcationprotoi:olsclearlydefined.Thls 
includes identifying dependencies with external systems from partner agencies. Further validation of interface files, particularly those 
with missing or Incomplete data, Is being prioritized during ongoing batch testing. Interfaces and related data structures have been 
developed with flexibility in mind, allowing for future changes without significant redevelopment. The system design supports updates to 
S(hema or message formats. continue refining flexibility by testing adaptabllltywlth m0<:k data representing potential future S(fflarios 
andconligurations.lnterfacevalidationtestingisunderwayllSingprodllctlon-likefiles.lnitialvalidationshighlighteddiS(repanciesin 
legacyandreplatformedoutputs,whlcharebelngaddressedlteratively.Detalledtestlngwlllcontlnuealongsidelntegratlontestlng(SITI 
to ensure that interfaces remain compatible with upgrades to external agency systems. 

2024/10/31: 2024.07.001.Rl (Alignment of Data Polkies with Chief Data Officer) CSEA has conducted the recommended meetings and 
established alignment on data exchange policies and impact assessments, this recommendation can be closed. Continued coordination 
could be noted as a follow-up item rather than an open recommendation. 

2024.03.001.R2 (lnterlitces) Open/In Progress: Good progress has been made in identifying interfaces, and with continued foc:115 on data 
coordination and fll!Xiblllty planning, we can further strengthen alignment with this recommendation. Ongoing efforts to sei:ure reliable 
dataandenhanceadaptablestrllclureswillhelpensurecompatibilityandreducepotentialdisruptionsinthefuture. 
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2024.0l.001 Risk Moderate 

1-·irvA110N 

Notafromtheprojec:tschedulehllhllltltthatlPPf'O\IMS(e,1.,fromCSEA) 
.. attbltotaskprocrnsion.Wftiltyreportslndlcate~lnjmnt 
troubiahoodnl ses5'onswlth IBM due to PII and flletransfw protoCCII ....... 

lndustryStandllrds11nd&est~:IEEE730-2014st11ndllrd 
recommends thlit status reports include cemlin key informlltion to fflSUre 
t'ffectlve communlc:ation oftestlnc 11nd q1.111lity IIUUl'llnce lletiYlties. 

Process 2024.06.002 Risk Moderate Moderllte TheproJ«tfaces1sla;nlflCllntriskofincurrln,ei«enslvecostsfordellverlnc 
the necesHry dlltll to test the refllctored KEIKl 11ppliclltion, potenti1lly 
lffdlnc to delays In th!:' proJ«t timeline and lncrused buda:et constraints. 
Despite discussions with Protedi 11nd AWS, the issue fffllllins billin,-relllted 
ratherthantedlnlc:at,n«:flsillltlnconcolncneaotiltionswilhmto 
determinefln1ncilll responsibility.CSEAhasdeveloped11secondoptionto 
use11SQLtoSQLtr11nsferlntoreducethl:' 1mountoffederlllfundina:needed 
forthlsp!Keofthecontfllrt. lnthemonthofJuly testin,will beconducted 
to test th!:' Ylllblllty of this cost Mi\llr\11 mNSUre. A decision will be ITlllde Ill 
theendofJuly.WlththenewS111teCIOsU1nin,onAtJa:ust lS,decislon­
malclna:couklbefurtherdelayedintotheF11II. 

Process 2024.03.002 Issue Moderate Moderllte ll\lldeqU11e-Khedule11nd resource m111111ernentprKtk:esm11Ylffdto 

Process 2024.02.001 Prellmln1r N/A 
y 

proJ«tdelllys,missedproJ«tllCtivities,unrnlisticsc:heduleforec:uts,or 
unidentlfled ausesfordelays. 

Addltlonllllnformationisneeded reprdlncProtec:h'iproer1m development 
,ndtestinc•PPfO'Ch. 

RIUSTKYITNIDMDIMONIT ""'""' '·---... 

AQKAR• ffllPhaslzflbulldlnl El1Pllnl;multlplestaMholderslnccirv:urrefflprojec:ts(P.lsk#31)1sattblto~lnterlacet ... rtsb,butthlsrequwfl.ryrw:hror,lzed 
_ _...._for coordlnatklntopr-,tdmys. lnterfamworbhopsandstabhoiderlllfttqs(P.lsk#lS)play11 k.,-rolelnfmtarqcollalxntionandllf!5llrq 

chllnl•llfTIOr"CRakeholdento 'dmely resolullondlnterlace-f.tlltedlssues,reduclrwthertstiofmlsalllnmentlntesll111andlmplementdonai:hltes. ...,, ....... 

~ is currently• weekly testlnc report prO'A~ to the Proje<:1Te11m. The report conveys the number oftestlnc si:enllflos 1n pro,:;eu, however 
th!:' report does not offer• totlll number oftest cllSes to be processed for each worbtre11m, nor does it convey full metrics, such llli pen:enlllp of 
completlonofthl:'totlll si:opewlthinthetestlnce11teaorles11ndhowthose1llcnwllhthe proJ«tsi:hedulepar11meters. Thisaincontrlbl.ltetorisk 
whentotlll tr11nsp11rency isnot displllyed. 

2024.12.002.Rl )Fedltate.....,.eomrnunlcattonwlthstakeholdefs .. OoNd 
CSEAthroupidllitylllfttqstoapadlti!rnolutlonofopanlssws.This 
wll lmprowtum.-oundtlmefordeffftrnolutlonandtest..ci.ltton 
dapendandeswhll!~5lillaholdar .... lll'!llllrt. 

Oolecl2024.0l.001.Rl-Thereport$houldoutlinerecomrnendedKtlons Closed 
blisedonthl:'currentslllteoftestinc,HwellHthl:'nextstepsforfuture 
testin,Ktlvilles.Ensurethatkeyst11keholderse11n usily underst11ndthl:' 
report'sflndinp11nd implic:lltions. 

•Metrics11nd Musurements: The sep11fllte weekly test report should 
pr0¥idemetricsthatretlecltheq1.111lltyofthesoftwllre,wch aspass/flil 
flltes,COllll'llpoftests(e,1.,pen:enlllpofteste11sesexecuted),11ndother 
releYllnttestin,metrics,l.e.,toUol i.cenarlostobetested,percent11eof 
completion 11nd t imeline for completion. 

•SChedule11ndMllestones:Thecurrentst11tusofthl:'testin,si:hedule 
should be reported, notin, 11ny dewitions from pbinned milestones 11nd 
deedlines. The report$houkl reflectthl:'currentslllteoftestin,completlon 
tfllddn,u•lia:nedwiththl:'proJ«tschedule. 

•oedsions 1ndcti.n,e Requests: AnykeydedsionslTllldedurln,thl:' 
testin,phHe,indudinc•pprollldorpendincchancerequeststhat im pact 
testin,orqualltv1ssuranceKtlvilles,Jhouklbeinduded. 

2024/09/30:ThenewChiefOataOfficerisengaged inthefocusondatagovernancepoliciesand interfacedetailswiththeEFSteam,this 
effortwlll beongolngthroughproje,:t.Go-Ullf:'. 

2024/08/30: ffi ' newChlefDataOfflcerhasbeenallgnedasakeystak,holderandlslntheprO(l:'S$offocuslngondatagovernance 
policies and interface concerns with the EFS team (2024.07.001.Rl ) IV&Vwill continue to monitor and update as the focus on policies 
and interface concerns progress. 

2024/07/31:TheChlefDataOfficerandtheEFSteamhallf:'beencontaeted imdwill be meetlngwithCSEA. 

2024/o6/30: CSEAandProte<:hagreedtodl:'Vf:'lopallstofinterfacescategorlzedintothreegroups:l)Afflay(source: AWS11$. 
Mainframe), 2) Mainframe (group of interfaces on the mainframe with departments pointing to Axway), and 3) Cyberfusion. They also 
decidedtosharethisllstatthl:'next monthlymeetingwlthSlateDepartments. 

IV&V will continue to monitor the(OOl"dlnatlon with other State of Hawaii modernization proje<:ts 

2024/05/31: Accuity closed one recommendation asCSEA is coordinating regular meetings with impacted State of Hawaii agencies to 
monitor the status of their modernization proje<:ts and mainframe operations. CSEA is planning to develop an inventory of interfaces to 
share at an upcoming meeting with impacted Departments. 

2024/04/30: CSEAorganliedameetingwlthotherDepartmentslnAprll toeia::hangelnformation regardlngthestatusofthelr 
respective 5'(51:em modernization efforts, specifically those related to the shared mainframe and dependencies. 

2025/Ul/21:CSEAlsholdqhelfday~wlththebuslnesst..nsthlltstatffln.-fyFemleryto.-..urethat .. thetatsatpts Z/D/15 
.. fulyrftlewedandedltallnordartonpadt:,tt.rnolutlonofopanissun.ThisllC!Mtyalsoprvvldn11rnadianismfor~ 
ITlllnlllffllffbyfostefqcollalxntlonand11rnutuel~d~fffurw:ttonelltv,reduclrwtherlskdrnlsllllp,rn«,ln 
tntq;. IVAVnotesthatthlsrK'OIIIIMlldlllhnbNnactaluponlllldwllctc-~ . 

202S/01/31:Thl!statusthlsmonthrwftem~llfl'orbtollfflanOl!systanlnmp11tionlllldstr..nliMdlll.l_.._..,iw-,wlth 
lncfflnffltal lmprWfflMnt:slnvelldlltionandtntq;~ DespltePf'(llreSS,11.,-deptndendeslllld unresol\ledt«hnlcel Issues 
contlnllllto~~~furtharcollalxntionlllld~toadlien!fulrnolutlon. 

2024/10/31: 2024.0l.001.Rl CTestirc Reports)Theweeklytestin, reports now include pass/fail flltes,cover.,ernetrk:s,def«ttfllddnc, 1JJ24/10/31 
11nd milestone updlltes, prollidinc • clnrer undenandinc oftestinc proeress•nd proJ«t hnlth. This•lia:ns with the recommendlltion 
for imprOYed repc,nln, metrics and stllkehokler communlc:atlon. 

2024/00/30: 2024.0l.001.Rl CTestin, Reports) Sl&nlflCllnt imprwernents have been ITlllde In th!:' most recent reporU •nd prwkle • 
clnrer undenandinc for 1111 stakeholders. IV&V will continue to monitor llS these imprwernents to visibility proeress. 

MeetinphavebeenheklwlthProtedltodisl:uuthedlltllei«flletioncosts. ProtedlhasenpcedAWSforoptlons,bl.ltAWSindlc:atesthelssue ls 2024.07.002.Rl-COntinuenea:otllltlonswlthffitoJeCUrefln1ncilll Closed 2024/07/31: TheSQLtoSQLmethodfordaUleittrKtlon1ndtr11nsferhasbeenconflrmed.CSEAhastddres:sedthelssueofcost. 2024/07/31 
billin,-relllted, not tec:hnk:111. The cost ofdeliverinc dlltll for testinc is critic■ ! for th!:' KEIKI project, bl.It CSEA finds th!:' current costs prohibitive. support for dlltll delivery. 
Oiscussionswilh Protedl11ndAWSlndic:lltethl:'needtorflolvethe billlnclssuer11therlhllntec:hniClll chllllences. Without a ffloiution, this Issue • E111111elndlscuulonstoflnd 1fusiblecoststructurethat 1llcnswllh 
could impact th!:' proJ«t timeline11nd budpt. CSEAcontinues to enpce mto neaotlate • cost e11p11nd explore11ltern■ tive solutions. proJ«t buda:ets. 

• Ensuredelor communic:lltlon of cost concerns • nd Impacts torn. 

2024.07.002.R2-Explore 11terna'dvesolu'donswilhProtedl•ndAWSJ11, 
lnvestipte potenlill cost-YVinc meuures or 11llemlltive tedmk:111 
1ppr0Khes. ~ seek AWS .utsu,nce to better undersu.nd •nd fflll""P 

billln,concems. 

2024.07.002.R3-lmproveperformanceofdlltllextflletionproer•msto 
minlmlletlmlnc •nd .uodlted costs.~ Worlt with Protedi to identify and 
lmplementoptimlzationslnthedlltllextflletionproceu. 

The over11II project end date • nd Go-Live date is projeetin, 1 17--dty v.rillnce due to the delay in the .uessrnent v.Hdlltlon whk:h wtS completed in 2024.03.002.Rl- 8ued on the compleldtyofthl:' KEIKI proJ«t, rewiew and Closed 2024/06/30: Issue dosed . The schedulewa updated • nd the 17-dayY!lrlllnce wtS successfully mltlpted, fflSUrin, th!:' proJ«t remained 2024/o6/30 
ontfllek.TheproJ«tsc:hedulecontinuestobedisc:ussedweekly. February. It is crucilll for the Protech 11nd CSEA proJ«t manaprs to both tllke IICtive roles in tfllddn,11nd monitorin, proJ«t Klivities, especi■ lly refinethl:'-Khedule rea:ulllrfy with detlliled Ulsks, re11listic dur11tions, 11nd 

delayed • nd upcomin, u,sks, to collaborate on Wll\'S to 1et th!:' proJ«t ti.cit on track. adequate resources. 
• TheproJ«tma11111ers$houklmeetweeklytodiscusstheproject 

Althoua:h the project metrics are showlnc, 11-dayY11rlllnce, some proJ«t Ulsks , re delayed l to 2 months from the •pproved baseline indudlnc schedule, continue to Identify detlliled-fevel u,sks based on hlch-fevel 
buiklinctheKEIKldlltllblllie,deveiopin,systemtestsc:ripts,Uldfticn,Uldevelopment,codeconvenion,systemtestex«Ution,etc. CSEAJhoukl t imelines,11ndidentifysc:hedule11nd resource relltedrlsks. 
have,clnrundersu.ndlncofthelmpaetofdelaysontheover11ll timeline1ndY11lldlltethe l 7--dtyscheduleY11rlllnce. •TheCSEAproJ«tma!llll'l'shouldconduc:1 independentfe'llewsofthe 

sc:hedule11ndproJ«t metrics, proKtivelycommuniclte upcomin,Stlte 
t11sksto CSEAst11keholders,cre11teSt11tespedllcdeUllledsc:hedules, • nd 
communic:llte any concerns with the qU11lity of vendor execution. 
•TheProtedlproJectma11111erJhouklbeelleCtltlr\llt11sksbasedonthe 
approvedsc:hedule,identifysc:hedule1111rlilnces,ensureall proJ«t 
fflOl.ln:esareontrac:k.•nd reportonquallty1ndproJ«trnetrk:stoensure 
thl:'proJ«tismeetincitsobJ«tives•nda:01ts. 

In February, Protedi delivered the System Requirements OOCUment •ndTest Plan which are,t:111 under rewlew. CSEA already pro\llded I number of N/A for preliminary concerns. 
commentsforbothdeliver11blesrequestin,lldditionlll d■ riflClltionorlldditionll doc:ument11tion. Bothdelivefllblesdonotprovidesufficient 
underst11ndin,ofProtedi 1ndOneAIMonced's•PPfO'Chforthe proer1m development•ndtestlncphtJe. Thereneed,tobe1delorer mututl 
underst11ndin, of how Protec:h's development •nd testlnc •PPfO'Ch will ensure that th!:' new system •nd user lnterflcewlll rm,lnu,ln th!:' wime 
functionlllity, dlltll, 11nd system interfKes llli the old system. The System Requirements Definition delivefllble is hich-level doc:umentlltion of items 
5UCh as 50lln:ecode, dlltll component, and lnterflceu.bles but does not Ktually apture the required functionality usinc industry mndllrd formllt 
for requirements. OOCUmentinc requirements is especilllly importllnt for the development of the new front-end user interfKe (UI). The System 
Requirements Definition deliverable Included • User lnterbce section bl.It does not include wfllc:lent informlltlon reprdina: UI requirements. 
Protechhas11notheorUIReflnementpbindelivefllbleduelnM11y2024,llowft,er,ltisunclnrif Ul requirementswill beindudedlnthlitdelivefllble. 

If system requirements will not be used to fflll""P development of UI uwell llS repllltformin,11nd rmctorinc of code work. then it is importllnt to 
und«standhowProtech,ndOneAd'lllncedareplllnnlnctorntl\llle lnd~on~proeress. Addltlonlllly,wlthoutdoc:u111«11ed 
system requirements,testincwill beevenmoreaitiClll foridentifyin,ppsinorissueswithfunctionlllitydurincthe~pro,:;eu. CSEA 
1bo has• number of comments and questions on th!:' Protedi Test Plan dellverloble. In llddltlon to the System Test Plan, Protedi lsdeveiopin, 1n 
Accepu,nce Test Plan (UAT Plan) delivefllble due in April 2024 which may help to prO¥ide lldditionlll d■ riflClltion of the comprehensive testinc 
stflltea:Y•nddeline.tlonoftestina:re$pCJOsibilltles~Protedl•ndCSEA. 

CSEA pbins to work with Protech to d■ rlfy •nd reflllf' both dellwnbles. IV&V will continue to monitor this pr~lmln1ry concern u •ddltlonlll 

linform■ tionisdiscovered. 
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IV&V encour111es thl:'CSEA PM to conduct in depended reviews ofthl:'-Khedule 11nd proJ«t metrics. IV&Vwill continue to monitor 
propesslTllldeonschedule 1ndfflOl.ln:ernt11111ernentprtetlces. 

2024/05/31:Protedldellvered1dfllftofthl:'replllnnedproJ«tschedule1nd1n11ysisforCSEA'ifeedti.dt•nd•PPf0¥'I. There\llsed 
schedulemainUoinsthl:'orJcin■ I Go-Livedlte. 

2024/04/30: ProJ«tma11111ers sUlrtedmeetinc rea:ulllrfytoreviewtheprojectschedule. Theprojectm11n111erswilldo1deeper11n1lysis 
oftheupcomin,tedlnlc:II Ulsks,,ndthen rec:allbr1tethe proJ«tsi;heduleinM1y. 

Closed 2024/06/30: Preliminary dosed. CSEA Kknowledpd the risk as,oclllted with not htvlnc defined UI system requirements. lnstelld, the 2024/o6/30 
test scripts ,re used llli the requirements. The te11ms collllbcnte closely 11nd hold rea:ulllr test meetinp to fflSUre • licflment 11nd 
thorou,htestin,. 

2024/05/31: Protec:h'stestinc•PPfO'Chpresen111tionwupushedti.dttoJune.Thepresenllltion isaitiClll utestsaipts11refin■ lized 

• nd systemtestin,bea;lnslnJune. 

2024/04/30: Protedlwillpresentthelr testlnc •PPfO'Ch lnM-v.The presentationisimporu,ntastestscrlptsarellnallled,,ndsystem 

testincis•PPfO'Chin,. 

2024/03/31: Protedl is pbinnin, on• presentation in Apll or M1yto Qplain how their testin, 1ppr0Kh will fflSUre lhllt the new 
system 11nd user interfKe will mainllin the s.me functionalityH th!:' old system. Without documented requirements, it is still unclnr 
howproa:r11m<leveloprnent proa:reu, testlnc,,nd.ccepu,ncewillbemal\llled•ndmonltored. 

iva.vnotesthlltthlsrecomrn«ldlltion 
hnbNntalwnlntollCtionlllldwllctc-

-· 

Therelsnow1n1li,ned1ndlmprowdtest 
rC'PQl"tl .. metrk:Jwflhm,keholdc,­
communk:atlontti.llffordseffldency1nd 
■sflltylnthetnm~kl,.lnforrned -

TheSQLtoSQLmethodfordau, 
ei«flletion11ndtr11nsferwill be used. 
CSEAhasconflrmedthatthl:'costshave 
beenllddressed. 

Theschedulewaupdated•ndthe 17-
dlynrillnceW11Ssuccessfullymitipted, 
ensurlncthe proJ«tffflllllnedontfllek. 
TheproJ«tsc:hedulecontinuestobe 
dlsc:ussedweekly. 

CSEA.ctcnowleda:edthl:'riskofnot 
hallin,deflnedUlsystem requirements 
1ndllddressedltbyusinctestsc:riptstl 
thl:'requlrernents.Addltionllly,thl:' 
te11mscollllbcnteddosely11ndhekl 
reaulllr testmeetlncstoensure 
11lia:n111«1111ndthorou,htestin,.This 
1ppr0Kh mltlptestherisk byensurlnc 
thlitthetestin,processls 
compre,henslve and that any Issues ,re 
promptlyidentifled11ndresolvedthroua:h 
oncolrccommunic:lltlon1nd 
collllbol'lltion. 



2024.01.001 Risk 

RIUSTKYITNIDMDIMONIT 
1-·irvA110N -·- 1·-··:rsa ----- :nDNI STATUS 

lnetfective projKt sbltus rneetinp;md reports c:.n Ind to debiyed d«ision- Wl!ftly sbltus reports;ue prollided with• dllshbo<llrd of the projKt st<lltus, hich lft'l!I schedule, l<lltetllsks, tllsks pl<llnned this week, open tasks, 30- CLOSED: 2024.01.001.Rl-CSEA should pi<lly•n Ktive role in reflninc the Oosed 
ITllllcin&, I.ck of ICCOUntllbUlty, Ind reduced n'll:nle. lilly look ahead, dellvffloble St<lltUS, risks lo&. key d«blons, CNnce requests, •nd OIMI' projKt inforlTllltion. Despite nulllffllUS datll points, the projKt St<lltUS report •nd prOYldinc topk:s for weekly projKt rneetlnp. 

weekly projKt sbltus reports ITIIIY not 1ivl! • complete picture of the projKt's ~ress. To pt • better understllndinc of•ny del<llys, risks, issues, • Contribute to the improllfflll!llt ofprojKt rneetinp•nd reports thllt 
oractionltems,ldditloNl rfll!<lln:h•nd•nalv$lsofpastreports,re\'lewoftheMk:rosoftProjKtKhedule,,ndinqulrywithprojKt-~ls 1Ct~enpcetNm-~1ndhlchlichtkeylnformation re11!¥<11ntto 
necl!SS<llry. Foreiample, l<llteprojKtdeliver•blesrNYbelisted<11Ssimply • in ~ress"; however, one isunabletodfterminehow1T111ny<11ddition<III the<11udiencetopromoteproblem-solvinc•ndconstructivedi<llqlll!, 
daysthedellvfflobleW<11SpushedblCkwtthoutchedcincthepreylousweeklyruitus~•ndtherusonforlddltionlltlmeisnotdlsi:uuedor •CSEAcould5011dtfeedblCkprlortorneetincs50the tum c:.nbe 

prep<11redto<lllikquestionsordisaw relenntprojKttopics. 

CLOSED: 2024.01.001.R2-Set c!Nr objKtives for rneetinp •nd provide 
eondse,ndre11!¥<11ntinfor1T111tionthlltlddswillll!. 
• Ml!l!linp•nd reports without c!Nr objKtives c:.n quickly tum into• one 
W<11Yfflltusupdatewithout,nyrne11nlncful discussionorc:1Nr 
undersblndincofprojKtsbltus,risks,•ndissues. 
•Pr0\'idereportsthllt 1reeondse, relennt•ndc:1Nrtothe1udlenee. 
Only indudeCNrts•nd bibles thllt prollidewil111!<11nd present dlltll in• 
forlTlllt tNt helps provide fflfllnircful Information to move the tum 
forw<11rd. 

CLOSED:2024.01.001.R3-Additionllq11<11litymetrics•ndprojKtsua:ess 
metrlcsshouldbelddedtoprojKtruitusreports. 

ITATUS '-·-

2024/0(,/30: Risk closed. A.ssystem testinc stllrted in June, the tum stllrted <llddinc • Weekly Test Report. The report outlines the testinc 2024/0(,/30 
scope, the defects tNt ~ retested and willdllted, and P'l!S I w mm1ry of the propess of 111 test C3Sl!S-

IV&Vwill contlnuetolSSl!Utheeffect~ofprojKtst..tus reports,ndrneetlnp. 

2024/05/31: Accuity decrl!Ul!d the~ r1t1nc from Ll!Yl!I 2 (Moderate) to LM 3 (Low). The CSEA PM presented 50me of the 
projKt's key success metrics <It the M•y Stl!l!l'inc Committee Meetinc. Hich-ll!Yl!I pre-deliverytestinc metrics were provided in M<II)'. 

2024/04/30: AccuityclosedtworKOmrnendlltions. ProjKtst<lltus reportscontinuetober.fined•ndnowclnrty~u,sksthllthllw 
beenrescheduledfromtheprlNiousweek's~ncp,erlod. CSEAdklnotst11rt~nconsucCflSmetrlcsinApll<11Splanned. 

2024/03/31: Althouch improllfflll!nts~m<lldetoprojKtst<lltus reports,th.-,couldbefurtherimprovedbyoudinincdebiyedtuks 
,ndupcomincactlvltlestoensurestakeholders1readequatelyprep<11red. CSEAcontlnuedto reflnesucCflSmetrlcstoprep<11refor 
reportinc which will bea:in next month. 

2024/02/29: AnewrKOmrnendlltionW<11Sldded<11ndtworecommendlltionswereclosed. Tworecommendlltionswereclosed•sCSEA 
•nd Protech worked topther to lmpl'OYI! projKt status reports to be more clnr, rne11nlncful, •nd relennt to the audience. The 
strNmlined sbltus reports •re bcilil<lltinc 1ruter undersblndinc•nd • llowinc more t ime for rne11nincful discussion •rnona:st projKt 
Stllkeholders. 

Technolocv 2023.12.001 Positive Moder•te N/A Thl!AutOffl<lltedApplic:<lltionAssessmentprocesswuwell pl<llnned•nd 

--
Protedi's partner, Adwnced, worii:ed closely with CSEA's techniClll SMfs<11nd outlined• c!Nr, well-defined process to coli.ct •nd usess the KEIKI N/A Oosed N/A 2024/01/31 
1T111lnhme,pplk:<lltionlnprep<11r1tionforthe mlp1tion,ndcodeconversion.Ad'l<llnced'sweeklymtusupdates•ndfollow-l.lpshelped1II 
ruikeholdersundersblndtheirroles, responsibilities,outstllndinctuks,<11ndst<11tusofKtivities. Theirfinal<IISSl!SSffll!lt ~wucomprehensive, 
dlltll-drlven•ndinslchtful,,ndprept,redtheprojKttNmwell astheybea:lnthelll!l(tpt\<IISl!oflepcytode•nddlltll systemmlcr<111ion. 

Technolocv 2023.11.CIOl Risk Moderate Moder<llte Complel( dlltll system mlcr<111ion requirements, combined with incon,plete 
docurnentlltion<11ndthe<11bsenceof<11formalizedprocessfornon-codetuks, 
ITIIIY IQd to projKt debiys, unmet contr.ct requirements, and quality Issues. 

o.u, system mlcr<111ion and 1T111pplnc c:.n be compla; and c:.use projKt del<llys If not properly planned and ITllll\lled, The KEIKI system's Incomplete 2023.11.001.Rl - Ol!Yelop separate formalized (bu, system mlcr<111ion Closed 2024/01/31: Risk dosed <IS the irwentory of non-code •nd •nclllary elements indudlnc htordWllre, sottw.re, Interfaces, and batch flies 2024/01/31 

2023.10.001 Positive N/A 

document<lltion •nd multitude of jobs, worid'lows, interfKes, •nd intfflKI! flies pose• risk of OllfflOOkinc cl!mlin elements, ITlllkinc it CNllena:inc to pl<llns •nd processes for non-code elements. W<llli completed •nd will be n lklllted ti p<11rt ofthetechniClll •rchitecture•nd system requirements docurnentlltion. 
tr.ck1ndwilldllte mlp1tion requirements. •Asepar1teimplement..tionplanshouldbeclnrtyoutlined,determlninc 

thetimeline,tuks,tools,<11nd rl!SOl.lrcesneededtop,erformthl!SI! 
TheprojKtllCks1for1T111lizedprocessfornon-codetuksinthedlltllsystem requirementscollKtion, mip1tion,,ndnlkllltionactMties. The activities. 
projKthll.s<11formalizedprocessfor<11ppliClltioncodemip•tionbut llCks• c!Nr processforptherincnon-code•nd•ncill<llryelements includinc • Oi!Yelop•formalizeddlltll mip•tion.a:ept<llnceprocessforthe 
hllrdw<llre,sottw.re,interfKes,,ndbatchflles.The1bsenceof•separ1te,formalludprocess•nd rell<llnceon1T111nualprOCl!SSl!SuslncExcel rem.lninccydeswithdeflnedaceepu,ncecrlterla. 
worksheets !NY result in dlltll loss, poor quality, •nd techniClll isslll!s•ffKtinc system p,erfonrnince•nd user uperience. • o.terminewhllt wilidlltion is needed by other <111encies •nd stllkehoklers 

thlltrelyonCSEA'sKeiklsystem,ndoutputs. 
The Si's w.tmll •pproac:h requires upfront ptherinc•nd definition of • II requirements in • linNr sequence. Lite identifiC<lltion ofdlltll system 
mlcr1tion requirements ITIIIY 1'1!$Ult In lnsufflcient time or budpt to l!llfflltethe mlcr1tion properly. 2023.11.001.R2- lmoest1pte 1utom1ted tools for tr.clcinc and willdlltlnc 

dlltllsystemrequlrements. 
• Autom.ted (bu, n lidlltlon should be inYeStlpted to help Identify 
mbslncelements,incrNSl!dlltaKCUrxy,•nd•llni<llteresource 
constraints. 

2023.11.oot.R3-Ensuredllt11 systemrequlrementsarecomprehenslYI! 
•ndcompleteupfront. 
•Glvl!nthew.tmll,pproac:h,schedule•ndresoureeconsldemlons 
should bea:lven to incrRSinc system requirement ptherlnc upfront. 
•Theproject1T1111\11ersshouldensure1rNtercoordl11<11tlonofproJect 
lnfonrnltionneededforrequlrementsm<11n<111ement•ndtr'Kkinc, 
•conslder,nlteratlYl!approachfornon-codemill'atlon<lldlYllll!S,whlch 
• llowsforsever•lroundsofrevlew•ndvalidlltion. 

2023.11.001.R4-Appolntdedk:<llted OWi System Mlcmlon l.Ndsfrom 
bothProtech,ndCSEA. 
• consider identlfylnc dedie.ted Inds to IWlst with <1111<111yzinc the nlstlnc 
dllt11envlronment,identlfylncdllt11mla;r<111lonrequlrements,support1nc 
the mill'•tionprocess,troubleshootlnclssuesthiit•rise,,ndcoordirnitlnc 
taskswlthl'rotech,AIIY<llnced,o.Uohouse,,nd CSEA. 

TheprojKttum-bel's•refflPCl!d•ndtheenvironmentbetween PMI ProjKt M•n<111ement Body TheCSEASMf.s<11ppNrtobeenpcedinona:oincA.ssessmentsessions•ndxcountablefortimelycompletincrequiredt11sks, prollidinc N/A 
Protech •nd CSEA Is coll<llbor<lltlve. of Knowledce (PM BOK) Information, •nd responclinc to questions. The projKt tQm -bel's r,ea:ul<llrty seelt feedb9ck, Input, and clarlflaltion in , n open •nd respectful 

Chllpter 2.2 •nd PMI The m<11nner. The uperience•nd knowledp of Protech tum -bel's combined with the dedk:<lltion •nd hia:h lft'l!I of enpcement from CSEA SME.s 
Stllndard for ProjKt wpport the po$ltiYI! projKt tum erwlronment. 
M<11n<llpffll!nt(SPM)Chllpter 
3.2st1tetheimporu,nce1nd 
benefltsofcrminc• 
collabor111YeproJl!(ttum 
environment. 
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12/31/23: CSEA •ppointed two dedk:<llted OWi System Mia:r<lllion l.Ndll. It is unclnr If Protedi •lso •ppointed • dediCllted !Nd. A c!Nr 
planlsstlll mbslnc,,ndCSEAdocumented•formal iulll!rel<lltedtothel.ckofinforlTllltioncoordlll<lltion 1ndredundantreqlll!Stsrei<llted 
tothedlltasystem mill'•tion requirements. 

2023/12/31: CSEA •ppointed two dedk:<llted OWi System Mia:r<lllion l.Ndll. It is unclnr If Protedi •lso •ppointed • dediCllted Ind. A 
clnr planlsstlll mbslnc,,ndCSEAdocumented•formal iulll!rel<lltedtothel.ckof inforlTllltioncoordlll<lltion 1ndredundantreqlll!Sts 
rebitedtothedlltasystemmill'•tion requirements. 

Oosed N/A 2023/11/30 

Testreports~lddedtothe'#Mldy 
fflltusrneetinp.The r,eportcontains 
testinc•nddefectmetrics. 

Oosed u this is• positilll! obserr.ltion. 

Riskdosed<11Stheirwentoryofnon-code 
•nd •ncill<llry elementswucompleted. 

Oosed u this is• positilll! obserr.ltion. 
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Comment Log on Draft Report 

KROM Project: IV&V Document Comment Log 

6) 
ACCUITY 

ID# Page# Comment 
Commenter's 

Accuity Resolution 
Organization 

1 3 Correct Date to March CSEA IV&V agrees and has made the change. 

2 4,5,7, C- Change the reference to the SOW to be between CSEA IV&V agrees and has made the change. 
line 7, 9 DataHouse and Protech (DDI) 

3 4,5,7, C- Change the word baseline to agreed schedule CSEA IV&V agrees and has made the change. 
line 7, 9 

4 7 Knowledge Transfer reference should state, "just in time CSEA IV&V agrees and has made the change. 
training for July". 

5 

6 

7 



6) 
ACCUITY 

FIRST HAWAIIAN CENTER 

Accuity LLP 

999 Bishop Street 

Suite 2300 

Honolulu, Hawaii 96813 

P 808.531.3400 

F 808.531.3433 

www.accuityllp.com 

Accuity LLP is an independent member of Baker Tilly 
International. Baker Tilly International Limited is an English 
company. Baker Tilly International provides no professional 
services to clients. Each member firm is a separate and 
independent legal entity, and each describes itself as such. 
Accuity LLP is not Baker Tilly lnternational's agent and does 
not have the authority to bind Baker Tilly International nor act 
on Baker Tilly lnternational's behalf. None of Baker Tilly 
International, Accuity LLP, nor any of the other member firms 
of Baker Tilly International has any liability for each other's acts 
or omissions. The name Baker Tilly and its associated logo are 
used under license from Baker Tilly International Limited. 

© 2025 Accuity LLP. This publication is protected under the 

copyright laws of the United States and other countries as an 

unpublished work. All rights reserved. 



TERMS 

POSITIVE 
Celebrates high 
performance or project 
successes. 

PRELIMINARY 
CONCERN 
Potential risk requiring 
further analysis. 

ACCUITYf/) 

Severity Rating 

Once risks are identified and characterized, Accuity will 
examine project conditions to determine the probability of the 
risk being identified and the impact to the project, if the risk is 
realized. We know that a risk is in the future, so we must 
provide the probability and impact to determine if the risk has 
a Risk Severity, such as Severity 1 (High), Severity 2 
(Moderate), or Severity 3 (Low). 

While a risk is an event that has not happened yet, an issue is 
something that is already occurring or has already happened. 
Accuity will examine project conditions and business impact to 
determine if the issue has an Issue Severity, such as Severity 1 
(High/Critical Impact/System Down), Severity 2 (Moderate/ 
Significant Impact), or Severity 3 (Low/Normal/Minor Impact/ 
Informational). 

Observations that are positive, preliminary concerns, or 
opportunities are not assigned a severity rating. 

SEVERITY 1: High/Critical level 

SEVERITY 2: Moderate level 

SEVERITY 3: Low level 
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Appendix B: 

STANDARD 

ADA 

ADKAR® 

BABOK®v3 

DAMA-DMBOK® v2 

PMBOK®v7 

SPM 

PROSCI ADKAR® 

SWEBOK v3 

IEEE 828-2012 

IEEE 1062-2015 

IEEE 1012-2016 

IEEE 730-2014 

ISO 9001:2015 

ISO/IEC 25010:2011 

ISO/IEC 16085:2021 

IEEE 16326-2019 

IEEE 29148-2018 

Industry Standards and Best Practices 

DESCRIPTION 

Americans with Disabilities Act 

Prosci ADKAR: Awareness, Desire, Knowledge, Ability, and Reinforcement 

Business Analyst Body of Knowledge 

DAMA lnternational's Guide to the Data Management Body of Knowledge 

Project Management Institute (PMI) Project Management Body of Knowledge 

PMI The Standard for Project Management 

Leading organization providing research, methodology, and tools on change management practices 

Guide to the Software Engineering Body of Knowledge 

Institute of Electrical and Electronics Engineers (IEEE) Standard for Configuration Management in Systems and 

Software Engineering 

IEEE Recommended Practice for Software Acquisition 

IEEE Standard for System, Software, and Hardware Verification and Validation 

IEEE Standard for Software Quality Assurance Processes 

International Organization for Standardization (ISO) Quality Management Systems - Requirements 

ISO/International Electrotechnical Commission (IEC) Systems and Software Engineering - Systems and 

Software Quality Requirements and Evaluation (SQuaRE) - System and Software Quality Models 

ISO/IEC Systems and Software Engineering - Life Cycle Processes - Risk Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes - Project 

Management 

ISO/IEC/IEEE International Standard - Systems and Software Engineering - Life Cycle Processes -

Requirements Engineering 
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STANDARD 

IEEE 15288-2023 

IEEE 12207-2017 

IEEE 24748-1-2018 

IEEE 24748-2-2018 

IEEE 24748-3-2020 

IEEE 14764-2021 

IEEE 15289-2019 

IEEE 24765-2017 

IEEE 26511-2018 

IEEE 23026-2015 

IEEE 29119-1-2021 

IEEE 29119-2-2021 

IEEE 29119-3-2021 

IEEE 29119-4-2021 

IEEE 1484.13.1-2012 

1S0/IEC TR 20000-11:2021 

1S0/IEC 27002:2022 

DESCRIPTION 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - System Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Software Life Cycle Processes 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 1: 

Guidelines for Life Cycle Management 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Life Cycle Management - Part 2: 

Guidelines for the Application of ISO/I EC/IEEE 15288 (System Life Cycle Processes) 
IEEE Guide: Adoption of ISO/IEC TR 24748-3:2011, Systems and Software Engineering - Life Cycle 

Management - Part 3: Guide to the Application of ISO/IEC 12207 (Software Life Cycle Processes) 
ISO/I EC/IEEE International Standard for Software Engineering - Software Life Cycle Processes -

Maintenance 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Content of Life Cycle 

Information Items (Documentation) 

ISO/I EC/IEEE International Standard - Systems and Software Engineering -Vocabulary 

ISO/I EC/IEEE International Standard - Systems and Software Engineering - Requirements for Managers of 

Information for Users of Systems, Software, and Services 
ISO/I EC/IEEE International Standard - Systems and Software Engineering - Engineering and Management of 

Websites for Systems, Software, and Services Information 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 1: 

Concepts and Definitions 

ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 2: Test 

Processes 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 3: Test 

Documentation 
ISO/I EC/IEEE International Standard - Software and Systems Engineering - Software Testing - Part 4: Test 

Techniques 
IEEE Standard for Learning Technology- Conceptual Model for Resource Aggregation for Learning, 

Education, and Training 

ISO/IEC Information Technology- Service Management - Part 11: Guidance on the Relationship Between 

ISO/IEC 20000-1:2011 and Service Management Frameworks: ITIL ® 

Information Technology- Security Techniques - Code of Practice for Information Security Controls 
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STANDARD 

FIPS 199 

FIPS 200 

NIST 800-53 Rev 5 

NIST Cybersecurity 

Framework vl .1 

LSS 

DESCRIPTION 

Federal Information Processing Standard (FIPS) Publication 199, Standards for Security Categorization of 

Federal Information and Information Systems 

FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems 

National Institute of Standards and Technology (NIST) Security and Privacy Controls for Federal Information 

Systems and Organizations 

NIST Framework for Improving Critical Infrastructure Cybersecurity 

Lean Six Sigma 
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2024.12.001 Risk 

Process 2024.12.003 Risk 

Process 2024.12.00S Risk 

Process 2024.12.006 Risk 

Process 2024.12.007 Risk 

RIUSTKYITNIDMDIMONIT 
1-·irvA110N PIIACTICI$ 1--··:rsa ----- :nDNI 

Critical tasks like "AWS Environment Publ075 Compliance" and "KM5: PM BOK• v7 emphasizes Resource allocation challenges are hindering progress on critical tasks like compliance testing and test script development, evidenced by0% (2024.12.001.Rl ) Enhancement of resourt:f:' allocation: the vendor team Open 
A<:t:f:'ptanceTest S<:rlpts Development Complete" have°" completion re501.lrt:f:' optimization as part completion rate5 and te5ting backlogs (e.g., only 16" of batch jobs llillldated). Addressing these l,ssues through skilled re501.lrt:f:' deployment and should consider assigning and aligning additional or more experienced 
despite their planned start in October 2023. This indicates potential resource of the "Resourt:f:' Management" upskilling initiatives will mitigate delays, act:f:'lerate milestone completion, and alien with PM BOK• principles for optimized resourt:f:' management. resources to the delayed tasks and backlog testing areas such as financials 
or prlorltilation constraints. Weekly te5ting reports highlight slow progress domain. Aligning re501.lrt:f:' and support UI llillldation. 
dueto insufficient resources(data processing)allocatedtobatchvalidation capacitywithdemandensures 
and interface testing. For example, only 16" of batch Jobs have passed ti mely task completion. 
validationasofDecember l 8,2024. Thoughdatatransferandprocessingis 
the primary issue, downstream considerations for knowledge transfer must 
alsobeconsidered anddeliveredtimelytopreventfuturetestingand 
valldatlondelaysandprovldeaseamlesshandofftoCSEAtomalntaln 
quality. 

Moderate Moderate Non-aitical tasksarebeingtrackedalongsidecritical ones,dilutingfocusand 5PM{The5tandardforProject Trackingnon-aitical tasks alongsidecritical ones isstraining resourcesanddelaying progressonessentialactivities likeFinancialTestDeck (FTD) (2024.12.004.Rl )Focusoncritical pathtasks,prioritlze defect resolution in Open 
potentially straining re501.lrt:f:'s. Financial Test Deck (FTD) te5ting Is blocked Management) defines te5tir,g, which is stalled by unresolved defects impacting 92" of cases. Refocusing on critical path tasks and resolving key defects, as emphasized by FTD and interfat:f:' batch Jobs, and deprlorltile non-critical dellverable5. 
by unresolveddefects,stallingprogresson92"ofpendingcases. prioritization as essential for 5PM,willpreventcascadingdelays andenableprogress in blockedtestingareas. 

malntalnlngproJectallgnment 
with strategic objectives. 

Prioritizingcriticaldeliverablesensuresthatdelaysdonotpropagate 
throughtheproJecttlmellneandunlocbprogressforblockedtesting 
activities. 

Moderate Moderate Te5ting metrics from weekly reports show varying levels of progress, with IEEE 1012-2016 recommends Inconsistent progress metrics, $uch as only 21" coverage In enforcement batch llillldation, indicate gaps In tracking and reporting that hinder (2024.12.06.Rl ) Establish Progress Monitoring and Reporting: Implement Open 
areas like enforcement batch llillidation at only 21" coverage. verification and validation effective oversight. Implementing a real-time dashboard, as recommended by IEEE 1012-2016, will provide actionable insights to prioritize a real-timedashboardto monitor testeicecutionrates, defectclosure,and 

coveragemetrlcs. Thisprovldesattionablelnsightsfor targetlngresources 
and resolving delays moreefficiently. 

Therisk logshowsl,ssue#47: Dataextractlondelayshlghlighttheneed for checkpolntsforeffectlve resource5andaddressdelaysefflclently. 
improved progresstracking and reporting. oversight. 

Moderate Moderate Some lower-priority testing, such as reporting sub:sV$tem batch jobs, reflects PM BOK• v7 encourages scope Delays in non-critical tasks, $Uch as reportlng$ubsystem batch Jobs with°" progress, highlight the need to reallocate resourt:f:'s to critical te5ting (2024.12.07.Rl ) Reque5t El(l:ension for NOO-Critlcal Deliverables: 
O'M, progress. 

Moderate Moderate Rlsks relatedtodependencie5, resourceavallability, and stakeholder 
approvals arenotexplicitly mitigated in theschedule.Weekly reports 
highllghtanincreaslngtrendlndefects, with480 defects loggedasof 
December l 8,2024. 

and schedule flexibility in activities.8ydeprioritizingtheseareas andrequestingel(l:ensions,assupported by PMBOK•v7,the projectcanfocusonachievingtimely 
adaptlveprojectenvlronments. cornpletlonofhlgh-prlorltydellverable5suchasKMSGoUve. 

Deprioritize non-aitical testing areasand requestelClensionsfortheir 
dellveryto reallocatefocustoultical te5ting. Toensuretlmelycompletlon 
ofhigh-prioritydeliverablessuch asKM5Golive. 

ISO/IEC 1608S:2021 highlights The increasing trend In logged defects (480 as of December 18, 2024) and unmitigated risks related to dependencies and re501,1rt:f:' availability (2024.12.08.Rl ) Further enhance the risk mitigation plan targeting defect- Open 
risk management as a critical emphasize critical gap,s in risk management. Enhancing the risk mitigation plan, as recommended by 1S0/IEC 16085:202 1, will address recurring prone areas such as financials and enforcement systems, proactively 
processfor llfecycle projects. lssuesindefect-proneareas likeflnancialsand interface5, reduclngthe likelihoodoffurther delays. reduclngthe likelihoodofaddltional delayscausedby recurrlnglssue5. 

Page l of5 

ITATUl '-·-

2025/03/31: As of March 2025, CSEA has confirmed that they have appropriate access to AWS since the Protech transition and overall 
testlngaccessandcoordlnatlon haveimproved,partlcularfythroug:hstructuredagern;yvalldatlonmeetlngs ledbyCSEA.TheKEIKI 
project's batchtestingwas reportedas87'6complete,accordingtothe most recentCritica1Pathmleduleupdate.This reflects 
cumulatlveprogressaaoss multiplebatchte5tinglteratlons,lncludlngperformancetuningeffortsandoutpUtvalldatloncy<:les 
a550ciatedwiththefebruary l 8dataset.The remaining batchactlvities, includinglteration5 andfinal validationarescheduledto 
continue into April. This observation shall remain open until the formal mledule alignment has been conducted and approved by CSEA 
andbaddogtesting areashavebeenaddressed. 

2025/02/28:38'6of batchjobshavepassedvalidation asoffebruary26,2025,showing an improvementbutstill below required levels 
for progresslonlntothenextphase. Resourceshortagesin flnancialsandUlvalldatlonareslowingtestingexecutlon, requlrlngaddltlonal 
skilled personnel to meet backlog demands. DOI has withdrawn from the project as of February 19, 2025, causing the necessity for a 
testlngallocatlontransltlonplantoProtechwhichlsstlll ln progress,IV&Vwill contlnuetomonltorprogress. 

202S/01/31: Progresscontlnues inaddresslngtheldentlftedlssue,wtth recenteffortsfocusedonreflnlngdatavalldatlon processesand 
improving coordination between stakeholders. However, challenge5 remain In fully resolving discrepancies, and additional verification 
stepswill berequlredtoensureconsistencybeforeflnalimplementatlon. 

202S/03/31: During March, Protech a,ssumed full responsibility for test eicecution and defect management, including taking over 
adminlstrationoftheJiradefecttrackingsystem. This transition supports improved trat:f:'abilitybetweentestcase~tionanddefect 
resolution. While the5IT dashboard continues to show Kript-level eKeCUtion (106 of 119 Kripts passed), IV&V is able confirm testing 
progressthruaccesslngofJirareports. DefectsarecatesorlzedastoCritlcal,Ma}or,Mlnor,andNormal. ProTechhastheabllltytotrack 
andactlvelytowortr. oncritical and high prioritydefects.lV&Vobservedthat linkagebetweenfailed/pendingtestsandtheir 
corresponding defects is still being validated under DDl's new triage process. CSEA and IV&V are monitoring this effort, and further 
improvements are expected as part of Protech's Jira backlog reconciliation. This item should remain open pending full integration and 
reportlngconslstern;yacrossSIT,batch,andUATtracklngsystems. 

202S/02/28: In February 2025, Protech fully assumed testing responsibilities following Data House's withdrawal, with AWS and JIRA 
adminlstrationtransitioningonfebruary26. Batchjob validation improvedto38", but resourt:f:'shortagescontinuetoslowprogress ln 
flnancialandUlvalldatlon, lmpactlngcrttlcalcompllaneetasks.Testingdelaysanddataextractlon l,ssuespersist, requiringadditlonal 
skilled resources andprioritizationof defect resolutionto preventfurther scheduleslippage. Thetesting allocationandtransition planis 
currentlyunderwaywtthProtech. 

202S/01/31: ThestatusupdateforJanuary resardlng Observatlon2024.12.003emphasizesslgnlflcant progressinaddresslngproeess 
inefficiencies, with a focus on optimizing workflows and refining procedural documentation. However, remaining gaps in eKeCUtion and 
resource allocation necessitate continued oversight to ensure sustained improvements and full alignment with project obj~. 

202S/03/31:ThroughoutMarch, rlskandl,ssuetracklngimprovedthroughtargetedupdate51nthelV&V reportsandtouchpolnt 
confirmations; however, the RAIO log content was not consistently cited in weekly status reports. While IV&V validated the active status 
ofseveralkey rlsks(e.g.,Rlsk #89relatedtodatallillldationandRlsk#112concernlngtest~tioncontlnuity),these rlskswere 
primarily referenced through summary narratives, not as direct log item linkages. The most recent RAID log submitted in March lists 
severalactlverisksnotfullylntegratedintostatus reports,suggestlngthisobservatlonshould remalnopenuntll cross-referencing 
practicesbetweenRAIDlogs andweekly reportlng arestandardized. 

2025/02/28: While testing reports did show improvement in February, IV&V will continue to monitor the clarity of the weekly testing 
reportscltingthetransltionoftestlng responsibllltiestoProtech. lnordertoplai:emark test reportlngprogressandclarity,the 
percentageoftestingper testingstream isasof02/ 19/202S, 
-AnanclalTestDeck (FTD): 75"complete(l8 scenariospassed,6actlve). 
- System Integration Testing (sin Execution: 82" complete (78 out of9S lest Kripts executed). 
- Batch Job Testing: 38"valldated (improving from previous nlOnths, but still below required levels). 
- Refined UI Testing: 90'M, complete (410 Kreens tested, 41 failed cases awaiting defect resolution). 
IV&Vwillcontlnoetomonltorte5t reportlngdarltythroughthetransillonloProtechtestingoversight. 

202S/01/31: 0ngolngchallenges relatedto resourceconstralntsandflnalizlngvalldatlonefforts requlrecontinuedmonltorlngtoensure 
full implementation and long-term stability. 

202S/03/31: In March, the project team communicated and aligned on a revised Go-Live date of November 11, 202S, extending the 
overall timeline to accommodate continued validation activities, including batch outpUts and reporting. While a formal elClension request 
spe,;ifleto non-altical testltemswasnotdocumented,theextendedscheduleandassoclatedupdates reflectadefactoapprovalfor 
additional testing time. This mledule shift has enabled continued work on lower-priority llillidations, effectively meeting the 
recommendation's Intent. This Item may be considered for dosure, contingent upon confirmation that remaining report testing is 
induded inthe updatedcutoverandUAT planning.Closurewill alsobecontingent uponProtechcompletingtheactlvities in the 
transition SOW for CSEA to review and prOlllde approval in order to formalize the mledule. 

202S/02/28: In February the testing teams have prlorltiled System Integration Testing (Srr) and Financial Deck Testing (FTD) execution, 
delaying non-essential batch jobs to mitigate schedule risks. A formal elClension request Is In discussion to defer lower priority 
deltverables like reporting subsystem batch Jobs, ensuring resource alignment with u ltlcal milestones. IV&V will continue to monitor the 
outcomeofthediscussions. 

202S/01/31: Continued progressin refiningdata management processes and enhancingcoordinationanlOng keystakeholders. 
However,perslstentchallengesinensuringdataaccuracyand resolvlng lnconslstencies requlrefurthervalldatloneffortsandongoing 
oversighttoachievefullresolution. 

202S/03/31: In March, risk awareness remained a core focus across IV&V and stakeholder reporting, with specific emphasis on 
transition readiness, batchdataquality, and cutoverplanning risks.ActlveriskssuchasRisk#89(dataelClraction) and Risk #ll2(testing 
transition) were tracked through status reports and IV&V analysis, and the March RAIO log reflected five open risks aligned with ongoing 
project concerns. However, RAID log integration into weeldy reports was still partial, with risk IDs not consistently cited in narrative 
updates. As such, this observation should remain open, pending full and consistent mapping of RAIO risks into weeldy reporting artifacts 
and stakeholder communications. 

2025/02/28: In February, risk management processes remain active, with ongoing monitoring of resourt:f:' allocation, batch job 
valldatlon,andinterfaceflle resolutlon. Several risks remalnopen,indudlngdataextractlondelays,defect resolutlonissues,and 
resourt:f:'constralnts.Additional verificatlonandsustalned monltoringareneededtoensureriskmitigationstrategiesarefully 
implementedbeforedosure. 

202S/01/31: Rlskmlt1gat1onefforts,indudlngstrengthenedcollabotatlonbetweenteamstoaddresssystem intesrat1ond1allengesand 
resolve key technical Issues Improved in January. However, some dependencies remain unresolved, necessitating additional testing and 
validatlontofully mitigatepotential risksbefore lmplementation. 
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Project management responsibilities may impact effective project PM BOK• v7 emphasizes Pnvlou1:The Protech Project Manager provided a draft project schedule; however, it was incomplete and listed due dates that were already CLOSED: 2023.10.002.Rl -lmprovetheprojectscheduletoaddress 
re501,1rce optimization as part missed for several dellverable5. The Implementation of stroog schedule and re501,1rce management practlce5 early will help the project start off $Chedulecommeiits. 
of the "Resource Management" right and stay on track. Protech's Project Manager is experienced with similar implementations and is working collaboratively with the project • OeYelop a detailed plan with assigned resources to complete project 

The review of prior findings confirms that several dosed IS$UeS correlate domain. Aligning re501,1rce team to address feedback. tasks. 
withongoing challenges indatavalidat ion, resource management, interface capacitywithdemandensures 
dependencie5, and te5tiog progress. To ensure project SUC(ess and minimize tlmelytask(Ol'Tlpletlon. Possible rootc:11use5 or contrlbutiog factors are turnover of project managers, an aggressive project tlmeline, and need for additional project 

• Providetheappropriatedetail oftasks,durations,duedates, milestones, 
andkeywortproductsforvarlouspartles. CSEAasslgnedtasksshould also 

cutover risks, reopeningthesefindingsand implementing correctiveactions management support. Another possible root cause is Protech's need to revisit the project RFP and submitted proposal to reduce the misalignment be dearly reflected in the project schedule. 
are advised. ISO/IEC 1608S:2021 of expectations, creatiog longer deliverable review cyde5. • Obtain agreement on the baseline schedule and then hold parties 

recommends proactive risk accountable fortasksanddeadlines. 
Dependeiiclessuchastask S93for"KMS: AcceptanceTestS<:rlpts management to Identify areas Feedback on preliminary dellverable5does not appear to be adequately addressed. For example, the need for a resource loaded schedule was 
Development Complete" remain unfulfilled. Weekly reports identify where concurrent task (Ol'Tlmunicated verbally and in meetings repeatedly. REOPENED: 2023.I0.002.R2-0eterminetherootcausesofdelaysand 

developplanstoaddressthem. unresolveddataflledependeiiclesandlocorrectfileformats(e.g.,GOG exeeutionmltlgate5schedule 
issueslnbatchjobs),furtherdelayingprogress. 

Lineartasksequencingcontributestodelayswheretaskscouldfeasiblynm 
inparallel(e.g.,compllaoceanddatabasemlgratlon). Flnancialshaveo,c; 
validationcoverage inthe refinedUl,highlightingthebacklog. 

CUrrent: UnresolYeddependencies,suchastask593anddata file iS$Ues,aredelayingprogressoncritical testingmilestones like "KMS: Acceptance • Performarootcauseanalysis includingdefiningtheproblem, 
Te5t scripts Development Complete." Addressing these delays through resource reallO(ation, collaboration with State partners, and adhereiiceto bralnstormlog posslblec:11use5, and developlog a plan to address the root 
IEEE 12207-2017 standards will ensure smooth integration of KEIKI system interfaces and uninterrupted downstream task progression. causeofthe problemsuch as resourceconstraints, dependencies,and 

undeflnedtasks.A$$esspotentlalopportunitlesforparallelizlng 
Delays caused by linear task sequencing, such as in compliance and database migrat ion, highlight the need for implementing parallel workstreams wortstreamsand efforts. 
toaddressbacldog$ 1iketheo,c;valldatloncoveragelnfinanclals.FollowlnglSO/IEC 1608S:2021,lnitlatlngconcurrentworkstreamsacross •Basedontheexperieiiceofthelasttwomonths,a-eateareallstk 
subsystemswilllmprovetestlngthroughputandreducedependencies,expedltlngoverallprojectprogress. Khedulebasedonthetimeand resources neededtoperformtasks. 

CLOSED: 2023.10.002.R3 -Assess theneedforadditiona1Protech 
resourcesforprojectmanagemernsupport. 

CLOSED:2023.10.002.R4-HavetheCSEAandProte<:hProjectManagers 
adopt amorejoint,collaborative approach. 
•HavethePMsdearlydefloethelrrolesandresponslbllitlesinproject 
management responsibilities. 
•Activelyplan,shareandexe<:uteproje<:tresponsiblllties. 

Reopened 2025/03/31: As of March, project reporting has improved in granularity, with weekly status reports consistently identifying active risks Original Close: 
and testing-related bloo:kers, and IV&V tra,;klng Individual RAID log Items (e.g., Risks #89 and #112). However, formal distinction 2024/0S/31 
between risks, iS$Ues, and decisions remains inconsistent across communications, particularly in status reports, where these items are Reopened: 
ofteii (Ofl'lblned into narrative summaries without clear labeliog. While the March RAID log itself Includes structured entries for each 2024/12/24 
category, thisobservationshouldremainopenuntilconsistent,category-specffictaggingisincorporatedintoallreportingstreams. ln 
order for CSEA to formally approve the new project schedule, Prote<:h must complete the activities In the transition SOW. Protech needs 
to Khedule a fi rm delivery date that is acceptable to CSEA with urgency, since the Khedule cannot be formally aligned in its absence. 

2025/02/28:Effortstoparallellzewortstreams(2023.10.002.R2-2)arebeingevaluated, but coordination betweenProtech and CSEA 
while underway is facing larger priorities for testiog transition. While progress has bef!n made in ldeiitifylog root causes and adjusting 
scheduling strategies, this recommendation is requiring a more structured approach to align testing priorities which may end up being 
addressedlnthetestiogtransltionplan. IV&VWillcontlnuetomonltorthatprogress. 

2024/01/31: Despiteseveralmeetings,there isstillaneedforagreatersharedunderstandingof scheduleconcernsbetweenProtech 
andCSEA. ThlsrlskwillcontlnuetobeevaluatedwlththerecentaddltionofProte<:hresourcestolmprovethetimellnessofproject 
eKeeution, a recommendation was added that project managers can adopt a more joint, collaborative approach to share and dearly 
delineateproJect managementresponsiblllties. 

2024/12/31: Accuity increasedtheseverityrating from level3(Low)tolevel 2(Moderate).Morerigoronfoundationalproject 
managementpractlceslsneededtopreventfurtherdelaysandlncreasethequalityofprojectexe<:utlon. Theapprovedprojectschedule 
stilllacksdetailedtasks toadequately planproject resourcesandmonitorprojectperformance. Althoughthe projectschedulehassome 
perceiitagecompletlon,theprocesstomonitorandealculatemetrli:51sunclear. 

2024/11/30: This was originally reported in the October 2023 IV&V Monthly Report asa preliminary concern but was upgraded to and 
rewritten as a risk this month with recommendations. The project Is still challeiiged with lnsuffldeiitly updating deliverables and 
continueddelays intheproposed projectschedule. 

2024/05/31: The risk was closed as project managemeiit activities are being executed more timely and effectively. 

2024/04/30:TheCSEAProjectManagerstillneedstolndependeiitlyvalldatethevarianceandcrlti,:alpath. For monthlystl!'f:'riog 
committee and project status meetings, it would be beneficial for CSEA to take a more active role in communicating their perspective on 
project progress to stakeholders. 

2024/03/31: Closed two recommendations as a new, separate observation with recommendations related toKhedule and resource 
management was opened. Refer to observation 2023.03.002. Project managers should prioritizeworting dosely together to assess 
Up(omlngactlvltles,thelmpactofprojectdelays,anddetermlnelfanychangesareneededtotheoverallprojecttlmeline. 

2024/02/29:TheproJectscheduledoesnotlncludeallproJecttasksandisbelngupdatedtolncludemoregranular-levelproject 
activities One recommendation was dosed as Protech added additional project management resources. 

The data extraction process is critical for the cutover activities and current projections show potential for significant delays. This iS$Ue results from 2024.08.001.Rl - Verification of Data Extraction and Conversion Processes Open 2025/03/31: In March, the project team made notable progress toward addressing data extract quality iS$Ues, including the launch of 
structuredhalf-dayCSEAagencyvalidatlonsessions,andthelnltiationofadellverabletoldeiitlfynon-prlntablecharactersln hybrld DB 
fields. Although SQL replication failures and data formatting mismatches remain contributors to delayed batch output va lidation, Risk 
#89contlnuestotracktheselssuesasopen.Wlthkeyactlvltlesunderwaybutflnal valldationstillpendlng forover30outputsfromthe 
FebruarylBbatchcycle,thisobservationshouldremain open,with dosure considered onceextractstabllityandvalidation resultsare 
fully confirmed. We adulowledge that targeting the new Go-Uvedate of 11/ 11/2025 to utilize a long weeltend for (l.ltover will reduce 
risk. 

reliance on shared mainframe resource5, lnefflclencie5 In data extraction programs, and long download/upload tlme5. Each time new data is • Standard(s): IEEE 1012-2016 Emphasis: Verification ensures that the 
needed for testing, the entire database must be extracted, which is time-consuming. CSEA is evaluating a SQL replication strategy to replace the system is built correctly according to its specifications. 
current process and has assigned two dedicated resources to Identify and test this approach. Dally meetings with DOI and CSEA have bef!n o Re<:ommendatlon: lmplemeiit a thorough verfficatlon prO(ess for all 
establishedtocollaborateonthis iS$Ue. The targetforvalidatingthisapproachisJuly3lst. dataextractionandconversionmethods,particularlytheAsciitoBCP 

scrlptconversions.Establlshdledpointswheretheflle(OUntsand 
The static data collected from the data extract prO(ess projects a worst<ase scenario of 12 to 36 days to fully extract ADABAS data to the 374 flat conversion accuracy are verified before moving to subsequent phases of 
fi les, Including downloadiog and uploading the files. This arises due to: 1) CSEA uses a shared mainframe, 2) inefflcieiicles of data extraction the project to avoid potential IS$UeS in later stages. 
programs, 3) download/upload times. The data extract process is central to the cutover activities completing over Fri/Sat/Sun. If not improved, 
CSEA may face 4/S days operational downtime for (l.ltover Wl!'f:'keiid. 2024.08.001.R2 - Valldatlon of Extracted Data Consistency 

•Standard(s): IEEE 1012-2016Emphasls:Validationensuresthatthe 
systemmeetsitsinteiideduseandsatlsflesuserneeds. 
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o Recommendation: Conduct end-to-end validation of the extracted data, 
ensurlngthattheSQL-to-SQLcomparlsonsareconsistentandmatdlacr0$$ 
systems(Protech andCSEA).Given thenoteddiscrepancies, avalidation 
stepshouldbelntroducedaftereachmajorextractlonandconversiontask 
(e.g.,Taskll}.Thiswill confirm thattheextracteddata matchesthe 
expectedoutputandlsusableforfurtherprocesslng. 

2024.08.001.R3 - RlskManagementforBlnaryandAscHFlleHandllng 
•Standard(s): IEEE 1012-2016Emphasis:Riskmanagement isintegrated 

lntothelV&VprO(esstoldentlfypotentialrlsksandlmplement mltlgatlon 
strategies. 

o Recommendation: A$$ess the risks a$$0(1ated with the conversion and 
handlingofblnaryandAsciifiles.Oiscrepancieslnbinaryfllecountsand 
the use of converters for 27 Illes Wl!re diS(l.lssed. It Is recommended to 
performriskanalyslsontheseconversions,ensuringthatanypotential 
datacorruptlonor l0$$duriogconversionisiderltlfiedandmltlgated. 
Considerimplementingadditional testingandvalidationforthesespecific 
files. 

2024.08.001.R4 - ResourceManagemeiitandSpaceAvailablllty 
•IEEE 1012-2016Emphasis:Resource managementiscrucialforthe 

SUC(essfulexe<:utlonof proje<:tactlvltles. 
oRecommendation:Theobservation regardingpotentialspace risks 

shouldbe takenseriously. Conductare501,1reeassessmerntoensurethat 
there issufficientstorageand(Ofl'lputingresourcestohandlethe 
extractlon,converslon,and prO(essingofdata.Thlsshouldbedonebefore 
theextraction processbegins,withcontingencyplansln place in caseof 
resource shortages. 

2025/02/28: While progress has been made in refining extraction strategies and implementing validation chedpoints, full validation and 
risk mitigation have not been achieved, and cutover risks remain active. Continued IV&V monitoring Is required to ensure SQL 
replicationtesting isvalidatedandoperationalbeforecutoverplanning. SQL replicationtestlng contlnues(2024.08.001.Rl ),with CSEA 
andODlholdlogdailycoordlnatlonmeetlngs,butvalldationoftheapproachhasnotyetbeeii(OITlpleted.TheseactlvltlesWillneedto 
resume with Protech taking over DDl's responsibilities. Verification and validation steps have Improved (2024.0B.001.R2), but 
discrepaodeslnextracteddataperslst,requlrlngaddltionalconverslonaccuracyche<:ksandspacemanagementadjustmeiits 
(2024.0B.001.R4). Rlsk managementforblnaryandASCllfilehandling 
(2024.08.001.R3)isongolng,wtthproactlveerrortradlog redudogpotffltialcorruptlonrlsks,butvalldatlon remalnslncomplete. 

202S/01/31:Thelateststatus updateforJanuarylndicatescontinuedcollaboratlonbe!W1!erlCSEAandODltoreflnetheSQL repllcatlon 
strategy, with dedicated resources actively testing extraction improvements to mitigate risks associated with prolonged data transfer 
times.lnallgnmentwtthlEEE1012-2016,verfficatlondledpointshavebeenpartiallylmplemented(2024.08.001.Rl),valldatlonsteps 
for extracteddataconsistencyareprogressing(2024.08.001.R2),andadditionalriskassessmentsforblnaryandASCllfllehandlingare 
ongolngtopreventdatacorruptlon(2024.08.001.R3),whllespaceavallabllitycoocerns remalnunderrevlewwlthcontingencyplannlng 
inprogress(2024.08.001.R4). 

2024/12/24:(2024.08.001.Rl) - VeriflcationofDataExtractionandConversionProcesses:Veriflcationprocesseshaveprogressed,with 
part1alimplemeritat1onofdlecl(polntsforASCllto8CPscrlptconversions.Fllecountsandconverslonaccuracyvalldationsareongolng, 
resolving discrepancies Iteratively to reduce downstream errors. Additional automated chedlsare required to fully strengthen the 
verfflcatlon prO(ess. 
{2024.08.001.R2)-ValidationofExtractedDataConsistency: 
SQL·tO-SQl(Ofl'lparlsonsbetweenProtechandCSEAsystemshaveadvanced,wlthvalldatlonchecl(pointsintroducedaftermajor 
extraction tasks. Improvements In data alignmentare evident, but interface data discrepancies remain, requiring further validation for 
end-to-eridconsistfflcyacrosssystems.8atchvalldatlonuslng5eptember30 productlondatademonstratedreducedlnconslstendes. 
{2024.08.001.R3)-RiskManagementforBlnaryandASCIIFileHandling: 
RlskassessmentsforblnaryandASCllfileconverslonshaveiderltlfieda-ltk:alareasrequlriogadditlonaltestlogtomltlgaterisksofdata 
corruption.Packedbinaryanddate/timefleldissueshavebeen resolved,butvalidationof flle integrityduring conversion phasesisstill 
cruclal.Proacttveerrortracklnghasmlnlmlzedpotentialissuesduriogtestiog phases. 
{2024.0B.001.R4)-Resource Management andSpaceAvailabllity: 
Re501.1rceassessmentsand adjustmentstomalnframe utillzatlonhavelmprovedtestlngefflciencybyaddresslngstorageand 
computationallimitations.Contlngency plansforstorageshonages havebeenestablished,ensuringsmoother testingandbatch 
processlngcydes. COl'ltinuedfocuson resourceprioritlzatlonlsoeededtoavolddelays lnhlgh-demandtestlngperlods. 

IV&VWill contlnuetomoriitorthesere<:ommeiidatlorisandvalldateprogressuntilfullresolutionisachleved. 

2024/11/27 - (2024.08.001.Rl )- Verification ofDataExtractionandConversionProcesses 
Verfficatlonpr0(1:!$$1:'Shavebeenstreiigtheiied,particularlyforASClltoBCPscrlptconverslons. Fllecountsandconversionaccuracyare 
nowvalidatedduringbatchvalidationand regressiontesting phases,withcheckpoints implemented toensureaccuracybefore 
advanclngtosubsequentphases. DiscrepancleslffteldallgnmentandCOIIYef5ion accuracyarebelngre50lvedlteratlvely, reduclng 
downstream errors. 

(2024.08.001.R2)-ValidationofExtractedDataConsistency 
End-to-erid validation has been introduced, Including SQL-to-SQLdata (OITlparlSOl'ls betweeii Protech and CSEA systems. Valldatlori 
checkpointsafter major extractiontasksensureconsistencyinextracteddataoutputs. 
Major Improvements in data alignment and reduced Inconsistencies, as sl!'f:'n in batch validation using September 30 production data. 
(2024.08.001.R3)-RiskManagementforBinaryandASCIIFileHandling 

Original Closure Note: Closedasthe 
project managersareworldogmore 
collaboratively toshareandeKeeute 
projectresponsiblllties. 
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Moderate Moderate The timing of other State of Hawaii modernization projects impacts the 
abllltytoproperlyde:signKEIKl$ySteminterfacesandwillnece55ltatethe 
need for interface modifications after its deployment, which can lead to 
addltionalcosts,delays,anddlsruptlontothesystem. 

RIUSTKYITNIDMDIMONIT ""'""' '·---... 

CSEA's KEIKI system currently relies on a legacy cyberfusion system running on the State's mainframe for system file and data exchanges with O.OSED: 2024.07.001.Rl - It was recommended that CSEA meet with the Open 
multiple State of Hawaii agencies. The timing of multiple agericles moving off the mainframe at differerit times will result In the need to modify new Chief Data Officer. And also to meet with the EFS team to ideritlfy any 
KEIKI system interfaces after the system has been deployed. Until other State modernization projects are completed, the KEIKI project cannot potential impacts to CSEAand align with IT policies. 
performserver-baseddataexchangesandwlllneedtocontinuetointerfacevlathemalnframe. 

In addition, as the KEIKI project Involves Integrating a moderniled child support system with existing legacy systems, there may be other 
a.OSED: 2024.03.001.Rl-CSEAshol.lldcoordinateregularmeetingswith 
lmpactedStateofHawaliagencies. 

technologicalandarchitecturalgapsthatarise.Thesegapscanindudedifferencesintechnologystacks,suchasprogramminglanguages,database • Roles, responsibilities,expectationsandinterfacerequirementsshould 
systems, and operating environments, as well as the abserice of modern application programming Interfaces (APls) in the legacy systems. Based on bedearty defined to ensure information and project status is proactlvely 
the timing of concurrent State of Hawaii modernization projects and upgrades, the end-to-end testing of the KEIKI system may necessitate the communicated for the variollS modernization efforts. 
undertaklngofsupplementarytasks,alkxatlonofadditlonalresources,and coordlnatlonefforts. 
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2024.03.001.R2-Theprojectsshouldproperfyplanforinterfacessothat 
theyarellexlbleenoughtoaccommodatefuturechangesandare 
compatible with other agencies. 
•Cleartyldentlfyall thelnterfacesthatthesystemwillinteractwith and 
how they will communicate. 
•Developinterfacesanddatastructurethatareflexlbleenoughto 
accommodatechangestothe lnterfaces. 
• ~ailed testlngWillberequlredasthevariousdepartmentsupgrade 
their systems to ensure compatibility. 

Adetailedriska55essmenthasbeenperformedforbinaryandASCllfileconversions,particularlyfor27criticalfilesidentfiedinearlier 
phases.Additlonaltestinglsunderwaytomltlgaterisksofdataeorruptlondurlngconverslon.Proao:tlveerro,tracklngandresolutlonare 
reducingpotentialissues,with measuresinplacetovalidatefilerountsandintegrityduringeachphaseoftesting. 

(2024.08.001.R4)-ResoorceManagementandSpaceAvailability 
Resourceassessmeritswereconductedtoensureadequatestorageandcomputatlonalcapacltyforextractlonandconversiontasks. 
Contingencyplanshavebeenestablishedtoaddresspotentialstorageshortagesorcomputingdelays.Resoorceprio,itizationand 
adjusunerits to mainframe untlllzatlon have mlnlmiled space risks and improved pr0<:esslng effldericy for ongoing testing and validation. 

IV&Vwill contlnuetomonitor theaboverecommeridatlons untllthereisconslstentevldenceof resolutlon. 

2024/10/31-2024.08.001.Rl(VerificationofOataExtractionandConversion):Open-lnProgress:Verificationstep,sareunderwaywith 
some cheo:kpolnts implemerited. Critical issues, like date/time dlS(repancles, have been resolved. Cheo:kpolnts to verify fllerounts and 
conveBion accuracy have been partially implemented, although mo,e robust, automated checks are still needed. 

2024.08.001.R2 {Validation of Extracted Data Consistency): Open - Partially Implemented: SQL replication and extraction validations 
have progressed, with crltil:al Issues such as date/time and p.,;l(ed fields now resolved. The October reports Indicate that ongoing 
discrepanciesininterfacedataandbatchoutputsstillrequirevalidationtoconfirmend-to-endconsistencyacrosssystems. 

2024.08.001.Rl (Risk Management for Binary and Asc:ii File Handling): Open- In Progress: Some risk a55essments have been completed, 
but specific evaluations for the binary and Ascil files are still needed. The packed field and date/time data Issues were resolved, reducing 
some risk associated with binary data. Additional validation and testing for converted files remain crucial to ensure data accuracy in 
other key areas. 

2024.08.001.R4 (Resource Managemerit and Space Availability): Open - Ongoing Evaluation: Resource constraints, particularly related to 
mainframe andstoragecapacity,arestill anareaoffoc:llS.TheOctoberupdateshighlightedthatbatchandlnterfacetestingare 
sometimes delayed due to dependency on shared mainframe resources and long runtlmes for large batch Jobs. Develop contlngericy 
plans to manage high-demand periods and alleviate mainframe dependency for smoother testing cydes. 

2024/9/30:Therelsadelaylntheresolutionoftheproductlontestdatadellverymethod,asnotedintheweeldystatusreport.The 
datetime issue with the replicated SQL data isa key bl0<:ker, with the CSEA worting to resolve this through Natural programs. This has 
thepotentlaltodelaycrltlcaltestlngphases,asltlmpedestheabllltytotestwithaix:urateproductlondata.Thedate/tlmelssue 
continuestobeabl0<:ker.Nullsandpackedbinaryfieldshavebeenresolved.TheUlrefinementpr0<:esshasprogressed,with84%ofthe 
tasks completed. However, finalization and validation are still pending, and the scheduling of the walkthrough of the UI Refinemerit Plan 
is underway. The Financial Test Deck (FTO) eKeCUtion is still only 35% complete, and scenario execution is IN complete, while not 
directlyonthecrltkalpath,delayslntheFTDcouldbe<:omeafuturerlsklfunresolvedlssuespersist.Batchtestlngisprogressing,wlth 
31%ofbatc:htesteKeCUtioncomplete. 

2024.08.001.Rl {VerificationofOataExtractionandConversion):Open-Progress madebutverificationofAsciitoBCPscriptsand 
checkpolntsnotfullyimplemerited. 

2024.08.00l.R2{ValidatlonofExtractedDataConslstency): Open -Partlalprogress,butlullerid-to-endvalldationofextracteddatais 
still pending. 

2024.08.001.Rl (Risk Management for Binary and Asc:ii File Handling): Open- No mention of spec:ific risk assessments for binary and 
Asc:Hfllehandling;furtheranalysisneeded. 

2024.08.001.R4 (Resource Managemerit and Space Availablllty): Open - Ongoing evaluation of SQL replication strategy; resource 
concerns still active. 

2024/8/30: The key decision to determine and finalize the method of test data delivery is now anticipated for September and the 
outcome is now based upon the solution for the date/time Issue and the pa,;ked binary fields. CSEA and Protech have worked diligently 
todeartheotherissueofnulls. 

2024/1/31: CSEA is still investigating and testing the SQL to SQLsolution, however, the testing results are still not meeting CSEA's 
expectatlons.CSEA'sdeclsionisduedurlngtheflrstweekofAugust.~useofCSEA'sconcernthatthisissuelsstlllunresolved,the 
potentialimpactontheschedule,theseverityhasbeenraisedtohigh. 

2025/03/31:lnMarch,Protechbeganvalidatingthe22gopendefectswithinJira,includingoverl00unconfirmedissues,andtook 
ownership of ensuring traceability between d~ resolution and retesting outcomes. While SIT retesting is well underway for most UI 
andbatch-relateddefects,interfacetestingcontinuestoexperiencedelays,partlcularlyduetodifficultiescapturingtestfilesprio,to 
downstream system consumption. These challenges have limited retesting confirmation for interface-related defffls. Therefore, this 
observation remains open, with resolution contingent on improving test traceability and confirming retest documentation across all 
functlonal areas,lncludlnglnterfaces. 

2025/02/28: Testing has lderitlfled compatibility challeriges (2024.03.001.R2·2), particularly with external agency system upgrades, 
requiringenhancedflexibilityininterfaceconfigurations.Whileprogresshasbeenmadeininterface planningandvalidation,ongoing 
compatibility challenges and pending refinements necessitate continued monitoring and testing before this recommeridatlon can be 
closed. 

2025/01/31: While progress has been made In developing flexible Interface structures and planning for future modifications, end-to-end 
testing remains ongoing, and coordination With other departmerits Is still required, meaning recommendation 2024.03.001.R2 cannot 
yetbecloseduntilfullcompatibilityandadaptabilityarevalidated. 

2024/12/24 - (2024.03.00l.R2) In Dec:ember 2024, progress was made in identifying system interfaces and their communication 
methods,wlthupdatesshareddurlngweeldyinterfaceworkshops.Effortstoensureflexlbllltylndatastrllcluresandlnterface 
conligurationscontinued,indudingadjustmentsforcompatibilitywithmodernlzationeffortsinpartneragencies.Testingactivities 
fOCllsed on validating data exchange through SQL-to-SQLcomparisons and resolving discrepancies In Interface flies, With additional 
workshops S(heduled to address integration challenges. While significant Improvements were achieved, ongoing coordination with other 
departments is essential toensurecompatiblllty as their systems undergo upgrades. ~ailed end-to-end testing remains a a-ltkal next 
steptoconfirmreadinessforprodllctlon. 

2024/ll/27-{2024.03.001.R2}-lnterfacePlannlngandCompatiblllty 
Alllnterfaceshavebeencataloged,classlfledasinbol.lnd,outbound,orboth,withthelrcommunlcationprotoi:olsclearlydefined.Thls 
includes identifying dependencies with external systems from partner agencies. Further validation of interface files, particularly those 
with missing or Incomplete data, Is being prioritized during ongoing batch testing. Interfaces and related data structures have been 
developed with flexibility in mind, allowing for future changes without significant redevelopment. The system design supports updates to 
S(hema or message formats. continue refining flexibility by testing adaptabllltywlth m0<:k data representing potential future S(fflarios 
andconligurations.lnterfacevalidationtestingisunderwayllSingprodllctlon-likefiles.lnitialvalidationshighlighteddiS(repanciesin 
legacyandreplatformedoutputs,whlcharebelngaddressedlteratively.Detalledtestlngwlllcontlnuealongsidelntegratlontestlng(SITI 
to ensure that interfaces remain compatible with upgrades to external agency systems. 

2024/10/31: 2024.07.001.Rl (Alignment of Data Polkies with Chief Data Officer) CSEA has conducted the recommended meetings and 
established alignment on data exchange policies and impact assessments, this recommendation can be closed. Continued coordination 
could be noted as a follow-up item rather than an open recommendation. 

2024.03.001.R2 (lnterlitces) Open/In Progress: Good progress has been made in identifying interfaces, and with continued foc:115 on data 
coordination and fll!Xiblllty planning, we can further strengthen alignment with this recommendation. Ongoing efforts to sei:ure reliable 
dataandenhanceadaptablestrllclureswillhelpensurecompatibilityandreducepotentialdisruptionsinthefuture. 
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2024.0l.001 Risk Moderate 

1-·irvA110N 

Notafromtheprojec:tschedulehllhllltltthatlPPf'O\IMS(e,1.,fromCSEA) 
.. attbltotaskprocrnsion.Wftiltyreportslndlcate~lnjmnt 
troubiahoodnl ses5'onswlth IBM due to PII and flletransfw protoCCII ....... 

lndustryStandllrds11nd&est~:IEEE730-2014st11ndllrd 
recommends thlit status reports include cemlin key informlltion to fflSUre 
t'ffectlve communlc:ation oftestlnc 11nd q1.111lity IIUUl'llnce lletiYlties. 

Process 2024.06.002 Risk Moderate Moderllte TheproJ«tfaces1sla;nlflCllntriskofincurrln,ei«enslvecostsfordellverlnc 
the necesHry dlltll to test the refllctored KEIKl 11ppliclltion, potenti1lly 
lffdlnc to delays In th!:' proJ«t timeline and lncrused buda:et constraints. 
Despite discussions with Protedi 11nd AWS, the issue fffllllins billin,-relllted 
ratherthantedlnlc:at,n«:flsillltlnconcolncneaotiltionswilhmto 
determinefln1ncilll responsibility.CSEAhasdeveloped11secondoptionto 
use11SQLtoSQLtr11nsferlntoreducethl:' 1mountoffederlllfundina:needed 
forthlsp!Keofthecontfllrt. lnthemonthofJuly testin,will beconducted 
to test th!:' Ylllblllty of this cost Mi\llr\11 mNSUre. A decision will be ITlllde Ill 
theendofJuly.WlththenewS111teCIOsU1nin,onAtJa:ust lS,decislon­
malclna:couklbefurtherdelayedintotheF11II. 

Process 2024.03.002 Issue Moderate Moderllte ll\lldeqU11e-Khedule11nd resource m111111ernentprKtk:esm11Ylffdto 

Process 2024.02.001 Prellmln1r N/A 
y 

proJ«tdelllys,missedproJ«tllCtivities,unrnlisticsc:heduleforec:uts,or 
unidentlfled ausesfordelays. 

Addltlonllllnformationisneeded reprdlncProtec:h'iproer1m development 
,ndtestinc•PPfO'Ch. 

RIUSTKYITNIDMDIMONIT ""'""' '·---... 

AQKAR• ffllPhaslzflbulldlnl El1Pllnl;multlplestaMholderslnccirv:urrefflprojec:ts(P.lsk#31)1sattblto~lnterlacet ... rtsb,butthlsrequwfl.ryrw:hror,lzed 
_ _...._for coordlnatklntopr-,tdmys. lnterfamworbhopsandstabhoiderlllfttqs(P.lsk#lS)play11 k.,-rolelnfmtarqcollalxntionandllf!5llrq 

chllnl•llfTIOr"CRakeholdento 'dmely resolullondlnterlace-f.tlltedlssues,reduclrwthertstiofmlsalllnmentlntesll111andlmplementdonai:hltes. ...,, ....... 

~ is currently• weekly testlnc report prO'A~ to the Proje<:1Te11m. The report conveys the number oftestlnc si:enllflos 1n pro,:;eu, however 
th!:' report does not offer• totlll number oftest cllSes to be processed for each worbtre11m, nor does it convey full metrics, such llli pen:enlllp of 
completlonofthl:'totlll si:opewlthinthetestlnce11teaorles11ndhowthose1llcnwllhthe proJ«tsi:hedulepar11meters. Thisaincontrlbl.ltetorisk 
whentotlll tr11nsp11rency isnot displllyed. 

2024.12.002.Rl )Fedltate.....,.eomrnunlcattonwlthstakeholdefs .. OoNd 
CSEAthroupidllitylllfttqstoapadlti!rnolutlonofopanlssws.This 
wll lmprowtum.-oundtlmefordeffftrnolutlonandtest..ci.ltton 
dapendandeswhll!~5lillaholdar .... lll'!llllrt. 

Oolecl2024.0l.001.Rl-Thereport$houldoutlinerecomrnendedKtlons Closed 
blisedonthl:'currentslllteoftestinc,HwellHthl:'nextstepsforfuture 
testin,Ktlvilles.Ensurethatkeyst11keholderse11n usily underst11ndthl:' 
report'sflndinp11nd implic:lltions. 

•Metrics11nd Musurements: The sep11fllte weekly test report should 
pr0¥idemetricsthatretlecltheq1.111lltyofthesoftwllre,wch aspass/flil 
flltes,COllll'llpoftests(e,1.,pen:enlllpofteste11sesexecuted),11ndother 
releYllnttestin,metrics,l.e.,toUol i.cenarlostobetested,percent11eof 
completion 11nd t imeline for completion. 

•SChedule11ndMllestones:Thecurrentst11tusofthl:'testin,si:hedule 
should be reported, notin, 11ny dewitions from pbinned milestones 11nd 
deedlines. The report$houkl reflectthl:'currentslllteoftestin,completlon 
tfllddn,u•lia:nedwiththl:'proJ«tschedule. 

•oedsions 1ndcti.n,e Requests: AnykeydedsionslTllldedurln,thl:' 
testin,phHe,indudinc•pprollldorpendincchancerequeststhat im pact 
testin,orqualltv1ssuranceKtlvilles,Jhouklbeinduded. 

2024/09/30:ThenewChiefOataOfficerisengaged inthefocusondatagovernancepoliciesand interfacedetailswiththeEFSteam,this 
effortwlll beongolngthroughproje,:t.Go-Ullf:'. 

2024/08/30: ffi ' newChlefDataOfflcerhasbeenallgnedasakeystak,holderandlslntheprO(l:'S$offocuslngondatagovernance 
policies and interface concerns with the EFS team (2024.07.001.Rl ) IV&Vwill continue to monitor and update as the focus on policies 
and interface concerns progress. 

2024/07/31:TheChlefDataOfficerandtheEFSteamhallf:'beencontaeted imdwill be meetlngwithCSEA. 

2024/o6/30: CSEAandProte<:hagreedtodl:'Vf:'lopallstofinterfacescategorlzedintothreegroups:l)Afflay(source: AWS11$. 
Mainframe), 2) Mainframe (group of interfaces on the mainframe with departments pointing to Axway), and 3) Cyberfusion. They also 
decidedtosharethisllstatthl:'next monthlymeetingwlthSlateDepartments. 

IV&V will continue to monitor the(OOl"dlnatlon with other State of Hawaii modernization proje<:ts 

2024/05/31: Accuity closed one recommendation asCSEA is coordinating regular meetings with impacted State of Hawaii agencies to 
monitor the status of their modernization proje<:ts and mainframe operations. CSEA is planning to develop an inventory of interfaces to 
share at an upcoming meeting with impacted Departments. 

2024/04/30: CSEAorganliedameetingwlthotherDepartmentslnAprll toeia::hangelnformation regardlngthestatusofthelr 
respective 5'(51:em modernization efforts, specifically those related to the shared mainframe and dependencies. 

2025/Ul/21:CSEAlsholdqhelfday~wlththebuslnesst..nsthlltstatffln.-fyFemleryto.-..urethat .. thetatsatpts Z/D/15 
.. fulyrftlewedandedltallnordartonpadt:,tt.rnolutlonofopanissun.ThisllC!Mtyalsoprvvldn11rnadianismfor~ 
ITlllnlllffllffbyfostefqcollalxntlonand11rnutuel~d~fffurw:ttonelltv,reduclrwtherlskdrnlsllllp,rn«,ln 
tntq;. IVAVnotesthatthlsrK'OIIIIMlldlllhnbNnactaluponlllldwllctc-~ . 

202S/01/31:Thl!statusthlsmonthrwftem~llfl'orbtollfflanOl!systanlnmp11tionlllldstr..nliMdlll.l_.._..,iw-,wlth 
lncfflnffltal lmprWfflMnt:slnvelldlltionandtntq;~ DespltePf'(llreSS,11.,-deptndendeslllld unresol\ledt«hnlcel Issues 
contlnllllto~~~furtharcollalxntionlllld~toadlien!fulrnolutlon. 

2024/10/31: 2024.0l.001.Rl CTestirc Reports)Theweeklytestin, reports now include pass/fail flltes,cover.,ernetrk:s,def«ttfllddnc, 1JJ24/10/31 
11nd milestone updlltes, prollidinc • clnrer undenandinc oftestinc proeress•nd proJ«t hnlth. This•lia:ns with the recommendlltion 
for imprOYed repc,nln, metrics and stllkehokler communlc:atlon. 

2024/00/30: 2024.0l.001.Rl CTestin, Reports) Sl&nlflCllnt imprwernents have been ITlllde In th!:' most recent reporU •nd prwkle • 
clnrer undenandinc for 1111 stakeholders. IV&V will continue to monitor llS these imprwernents to visibility proeress. 

MeetinphavebeenheklwlthProtedltodisl:uuthedlltllei«flletioncosts. ProtedlhasenpcedAWSforoptlons,bl.ltAWSindlc:atesthelssue ls 2024.07.002.Rl-COntinuenea:otllltlonswlthffitoJeCUrefln1ncilll Closed 2024/07/31: TheSQLtoSQLmethodfordaUleittrKtlon1ndtr11nsferhasbeenconflrmed.CSEAhastddres:sedthelssueofcost. 2024/07/31 
billin,-relllted, not tec:hnk:111. The cost ofdeliverinc dlltll for testinc is critic■ ! for th!:' KEIKI project, bl.It CSEA finds th!:' current costs prohibitive. support for dlltll delivery. 
Oiscussionswilh Protedl11ndAWSlndic:lltethl:'needtorflolvethe billlnclssuer11therlhllntec:hniClll chllllences. Without a ffloiution, this Issue • E111111elndlscuulonstoflnd 1fusiblecoststructurethat 1llcnswllh 
could impact th!:' proJ«t timeline11nd budpt. CSEAcontinues to enpce mto neaotlate • cost e11p11nd explore11ltern■ tive solutions. proJ«t buda:ets. 

• Ensuredelor communic:lltlon of cost concerns • nd Impacts torn. 

2024.07.002.R2-Explore 11terna'dvesolu'donswilhProtedl•ndAWSJ11, 
lnvestipte potenlill cost-YVinc meuures or 11llemlltive tedmk:111 
1ppr0Khes. ~ seek AWS .utsu,nce to better undersu.nd •nd fflll""P 

billln,concems. 

2024.07.002.R3-lmproveperformanceofdlltllextflletionproer•msto 
minlmlletlmlnc •nd .uodlted costs.~ Worlt with Protedi to identify and 
lmplementoptimlzationslnthedlltllextflletionproceu. 

The over11II project end date • nd Go-Live date is projeetin, 1 17--dty v.rillnce due to the delay in the .uessrnent v.Hdlltlon whk:h wtS completed in 2024.03.002.Rl- 8ued on the compleldtyofthl:' KEIKI proJ«t, rewiew and Closed 2024/06/30: Issue dosed . The schedulewa updated • nd the 17-dayY!lrlllnce wtS successfully mltlpted, fflSUrin, th!:' proJ«t remained 2024/o6/30 
ontfllek.TheproJ«tsc:hedulecontinuestobedisc:ussedweekly. February. It is crucilll for the Protech 11nd CSEA proJ«t manaprs to both tllke IICtive roles in tfllddn,11nd monitorin, proJ«t Klivities, especi■ lly refinethl:'-Khedule rea:ulllrfy with detlliled Ulsks, re11listic dur11tions, 11nd 

delayed • nd upcomin, u,sks, to collaborate on Wll\'S to 1et th!:' proJ«t ti.cit on track. adequate resources. 
• TheproJ«tma11111ers$houklmeetweeklytodiscusstheproject 

Althoua:h the project metrics are showlnc, 11-dayY11rlllnce, some proJ«t Ulsks , re delayed l to 2 months from the •pproved baseline indudlnc schedule, continue to Identify detlliled-fevel u,sks based on hlch-fevel 
buiklinctheKEIKldlltllblllie,deveiopin,systemtestsc:ripts,Uldfticn,Uldevelopment,codeconvenion,systemtestex«Ution,etc. CSEAJhoukl t imelines,11ndidentifysc:hedule11nd resource relltedrlsks. 
have,clnrundersu.ndlncofthelmpaetofdelaysontheover11ll timeline1ndY11lldlltethe l 7--dtyscheduleY11rlllnce. •TheCSEAproJ«tma!llll'l'shouldconduc:1 independentfe'llewsofthe 

sc:hedule11ndproJ«t metrics, proKtivelycommuniclte upcomin,Stlte 
t11sksto CSEAst11keholders,cre11teSt11tespedllcdeUllledsc:hedules, • nd 
communic:llte any concerns with the qU11lity of vendor execution. 
•TheProtedlproJectma11111erJhouklbeelleCtltlr\llt11sksbasedonthe 
approvedsc:hedule,identifysc:hedule1111rlilnces,ensureall proJ«t 
fflOl.ln:esareontrac:k.•nd reportonquallty1ndproJ«trnetrk:stoensure 
thl:'proJ«tismeetincitsobJ«tives•nda:01ts. 

In February, Protedi delivered the System Requirements OOCUment •ndTest Plan which are,t:111 under rewlew. CSEA already pro\llded I number of N/A for preliminary concerns. 
commentsforbothdeliver11blesrequestin,lldditionlll d■ riflClltionorlldditionll doc:ument11tion. Bothdelivefllblesdonotprovidesufficient 
underst11ndin,ofProtedi 1ndOneAIMonced's•PPfO'Chforthe proer1m development•ndtestlncphtJe. Thereneed,tobe1delorer mututl 
underst11ndin, of how Protec:h's development •nd testlnc •PPfO'Ch will ensure that th!:' new system •nd user lnterflcewlll rm,lnu,ln th!:' wime 
functionlllity, dlltll, 11nd system interfKes llli the old system. The System Requirements Definition delivefllble is hich-level doc:umentlltion of items 
5UCh as 50lln:ecode, dlltll component, and lnterflceu.bles but does not Ktually apture the required functionality usinc industry mndllrd formllt 
for requirements. OOCUmentinc requirements is especilllly importllnt for the development of the new front-end user interfKe (UI). The System 
Requirements Definition deliverable Included • User lnterbce section bl.It does not include wfllc:lent informlltlon reprdina: UI requirements. 
Protechhas11notheorUIReflnementpbindelivefllbleduelnM11y2024,llowft,er,ltisunclnrif Ul requirementswill beindudedlnthlitdelivefllble. 

If system requirements will not be used to fflll""P development of UI uwell llS repllltformin,11nd rmctorinc of code work. then it is importllnt to 
und«standhowProtech,ndOneAd'lllncedareplllnnlnctorntl\llle lnd~on~proeress. Addltlonlllly,wlthoutdoc:u111«11ed 
system requirements,testincwill beevenmoreaitiClll foridentifyin,ppsinorissueswithfunctionlllitydurincthe~pro,:;eu. CSEA 
1bo has• number of comments and questions on th!:' Protedi Test Plan dellverloble. In llddltlon to the System Test Plan, Protedi lsdeveiopin, 1n 
Accepu,nce Test Plan (UAT Plan) delivefllble due in April 2024 which may help to prO¥ide lldditionlll d■ riflClltion of the comprehensive testinc 
stflltea:Y•nddeline.tlonoftestina:re$pCJOsibilltles~Protedl•ndCSEA. 

CSEA pbins to work with Protech to d■ rlfy •nd reflllf' both dellwnbles. IV&V will continue to monitor this pr~lmln1ry concern u •ddltlonlll 

linform■ tionisdiscovered. 
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IV&V encour111es thl:'CSEA PM to conduct in depended reviews ofthl:'-Khedule 11nd proJ«t metrics. IV&Vwill continue to monitor 
propesslTllldeonschedule 1ndfflOl.ln:ernt11111ernentprtetlces. 

2024/05/31:Protedldellvered1dfllftofthl:'replllnnedproJ«tschedule1nd1n11ysisforCSEA'ifeedti.dt•nd•PPf0¥'I. There\llsed 
schedulemainUoinsthl:'orJcin■ I Go-Livedlte. 

2024/04/30: ProJ«tma11111ers sUlrtedmeetinc rea:ulllrfytoreviewtheprojectschedule. Theprojectm11n111erswilldo1deeper11n1lysis 
oftheupcomin,tedlnlc:II Ulsks,,ndthen rec:allbr1tethe proJ«tsi;heduleinM1y. 

Closed 2024/06/30: Preliminary dosed. CSEA Kknowledpd the risk as,oclllted with not htvlnc defined UI system requirements. lnstelld, the 2024/o6/30 
test scripts ,re used llli the requirements. The te11ms collllbcnte closely 11nd hold rea:ulllr test meetinp to fflSUre • licflment 11nd 
thorou,htestin,. 

2024/05/31: Protec:h'stestinc•PPfO'Chpresen111tionwupushedti.dttoJune.Thepresenllltion isaitiClll utestsaipts11refin■ lized 

• nd systemtestin,bea;lnslnJune. 

2024/04/30: Protedlwillpresentthelr testlnc •PPfO'Ch lnM-v.The presentationisimporu,ntastestscrlptsarellnallled,,ndsystem 

testincis•PPfO'Chin,. 

2024/03/31: Protedl is pbinnin, on• presentation in Apll or M1yto Qplain how their testin, 1ppr0Kh will fflSUre lhllt the new 
system 11nd user interfKe will mainllin the s.me functionalityH th!:' old system. Without documented requirements, it is still unclnr 
howproa:r11m<leveloprnent proa:reu, testlnc,,nd.ccepu,ncewillbemal\llled•ndmonltored. 

iva.vnotesthlltthlsrecomrn«ldlltion 
hnbNntalwnlntollCtionlllldwllctc-

-· 

Therelsnow1n1li,ned1ndlmprowdtest 
rC'PQl"tl .. metrk:Jwflhm,keholdc,­
communk:atlontti.llffordseffldency1nd 
■sflltylnthetnm~kl,.lnforrned -

TheSQLtoSQLmethodfordau, 
ei«flletion11ndtr11nsferwill be used. 
CSEAhasconflrmedthatthl:'costshave 
beenllddressed. 

Theschedulewaupdated•ndthe 17-
dlynrillnceW11Ssuccessfullymitipted, 
ensurlncthe proJ«tffflllllnedontfllek. 
TheproJ«tsc:hedulecontinuestobe 
dlsc:ussedweekly. 

CSEA.ctcnowleda:edthl:'riskofnot 
hallin,deflnedUlsystem requirements 
1ndllddressedltbyusinctestsc:riptstl 
thl:'requlrernents.Addltionllly,thl:' 
te11mscollllbcnteddosely11ndhekl 
reaulllr testmeetlncstoensure 
11lia:n111«1111ndthorou,htestin,.This 
1ppr0Kh mltlptestherisk byensurlnc 
thlitthetestin,processls 
compre,henslve and that any Issues ,re 
promptlyidentifled11ndresolvedthroua:h 
oncolrccommunic:lltlon1nd 
collllbol'lltion. 



2024.01.001 Risk 

RIUSTKYITNIDMDIMONIT 
1-·irvA110N -·- 1·-··:rsa ----- :nDNI STATUS 

lnetfective projKt sbltus rneetinp;md reports c:.n Ind to debiyed d«ision- Wl!ftly sbltus reports;ue prollided with• dllshbo<llrd of the projKt st<lltus, hich lft'l!I schedule, l<lltetllsks, tllsks pl<llnned this week, open tasks, 30- CLOSED: 2024.01.001.Rl-CSEA should pi<lly•n Ktive role in reflninc the Oosed 
ITllllcin&, I.ck of ICCOUntllbUlty, Ind reduced n'll:nle. lilly look ahead, dellvffloble St<lltUS, risks lo&. key d«blons, CNnce requests, •nd OIMI' projKt inforlTllltion. Despite nulllffllUS datll points, the projKt St<lltUS report •nd prOYldinc topk:s for weekly projKt rneetlnp. 

weekly projKt sbltus reports ITIIIY not 1ivl! • complete picture of the projKt's ~ress. To pt • better understllndinc of•ny del<llys, risks, issues, • Contribute to the improllfflll!llt ofprojKt rneetinp•nd reports thllt 
oractionltems,ldditloNl rfll!<lln:h•nd•nalv$lsofpastreports,re\'lewoftheMk:rosoftProjKtKhedule,,ndinqulrywithprojKt-~ls 1Ct~enpcetNm-~1ndhlchlichtkeylnformation re11!¥<11ntto 
necl!SS<llry. Foreiample, l<llteprojKtdeliver•blesrNYbelisted<11Ssimply • in ~ress"; however, one isunabletodfterminehow1T111ny<11ddition<III the<11udiencetopromoteproblem-solvinc•ndconstructivedi<llqlll!, 
daysthedellvfflobleW<11SpushedblCkwtthoutchedcincthepreylousweeklyruitus~•ndtherusonforlddltionlltlmeisnotdlsi:uuedor •CSEAcould5011dtfeedblCkprlortorneetincs50the tum c:.nbe 

prep<11redto<lllikquestionsordisaw relenntprojKttopics. 

CLOSED: 2024.01.001.R2-Set c!Nr objKtives for rneetinp •nd provide 
eondse,ndre11!¥<11ntinfor1T111tionthlltlddswillll!. 
• Ml!l!linp•nd reports without c!Nr objKtives c:.n quickly tum into• one 
W<11Yfflltusupdatewithout,nyrne11nlncful discussionorc:1Nr 
undersblndincofprojKtsbltus,risks,•ndissues. 
•Pr0\'idereportsthllt 1reeondse, relennt•ndc:1Nrtothe1udlenee. 
Only indudeCNrts•nd bibles thllt prollidewil111!<11nd present dlltll in• 
forlTlllt tNt helps provide fflfllnircful Information to move the tum 
forw<11rd. 

CLOSED:2024.01.001.R3-Additionllq11<11litymetrics•ndprojKtsua:ess 
metrlcsshouldbelddedtoprojKtruitusreports. 

ITATUS '-·-

2024/0(,/30: Risk closed. A.ssystem testinc stllrted in June, the tum stllrted <llddinc • Weekly Test Report. The report outlines the testinc 2024/0(,/30 
scope, the defects tNt ~ retested and willdllted, and P'l!S I w mm1ry of the propess of 111 test C3Sl!S-

IV&Vwill contlnuetolSSl!Utheeffect~ofprojKtst..tus reports,ndrneetlnp. 

2024/05/31: Accuity decrl!Ul!d the~ r1t1nc from Ll!Yl!I 2 (Moderate) to LM 3 (Low). The CSEA PM presented 50me of the 
projKt's key success metrics <It the M•y Stl!l!l'inc Committee Meetinc. Hich-ll!Yl!I pre-deliverytestinc metrics were provided in M<II)'. 

2024/04/30: AccuityclosedtworKOmrnendlltions. ProjKtst<lltus reportscontinuetober.fined•ndnowclnrty~u,sksthllthllw 
beenrescheduledfromtheprlNiousweek's~ncp,erlod. CSEAdklnotst11rt~nconsucCflSmetrlcsinApll<11Splanned. 

2024/03/31: Althouch improllfflll!nts~m<lldetoprojKtst<lltus reports,th.-,couldbefurtherimprovedbyoudinincdebiyedtuks 
,ndupcomincactlvltlestoensurestakeholders1readequatelyprep<11red. CSEAcontlnuedto reflnesucCflSmetrlcstoprep<11refor 
reportinc which will bea:in next month. 

2024/02/29: AnewrKOmrnendlltionW<11Sldded<11ndtworecommendlltionswereclosed. Tworecommendlltionswereclosed•sCSEA 
•nd Protech worked topther to lmpl'OYI! projKt status reports to be more clnr, rne11nlncful, •nd relennt to the audience. The 
strNmlined sbltus reports •re bcilil<lltinc 1ruter undersblndinc•nd • llowinc more t ime for rne11nincful discussion •rnona:st projKt 
Stllkeholders. 

Technolocv 2023.12.001 Positive Moder•te N/A Thl!AutOffl<lltedApplic:<lltionAssessmentprocesswuwell pl<llnned•nd 

--
Protedi's partner, Adwnced, worii:ed closely with CSEA's techniClll SMfs<11nd outlined• c!Nr, well-defined process to coli.ct •nd usess the KEIKI N/A Oosed N/A 2024/01/31 
1T111lnhme,pplk:<lltionlnprep<11r1tionforthe mlp1tion,ndcodeconversion.Ad'l<llnced'sweeklymtusupdates•ndfollow-l.lpshelped1II 
ruikeholdersundersblndtheirroles, responsibilities,outstllndinctuks,<11ndst<11tusofKtivities. Theirfinal<IISSl!SSffll!lt ~wucomprehensive, 
dlltll-drlven•ndinslchtful,,ndprept,redtheprojKttNmwell astheybea:lnthelll!l(tpt\<IISl!oflepcytode•nddlltll systemmlcr<111ion. 

Technolocv 2023.11.CIOl Risk Moderate Moder<llte Complel( dlltll system mlcr<111ion requirements, combined with incon,plete 
docurnentlltion<11ndthe<11bsenceof<11formalizedprocessfornon-codetuks, 
ITIIIY IQd to projKt debiys, unmet contr.ct requirements, and quality Issues. 

o.u, system mlcr<111ion and 1T111pplnc c:.n be compla; and c:.use projKt del<llys If not properly planned and ITllll\lled, The KEIKI system's Incomplete 2023.11.001.Rl - Ol!Yelop separate formalized (bu, system mlcr<111ion Closed 2024/01/31: Risk dosed <IS the irwentory of non-code •nd •nclllary elements indudlnc htordWllre, sottw.re, Interfaces, and batch flies 2024/01/31 

2023.10.001 Positive N/A 

document<lltion •nd multitude of jobs, worid'lows, interfKes, •nd intfflKI! flies pose• risk of OllfflOOkinc cl!mlin elements, ITlllkinc it CNllena:inc to pl<llns •nd processes for non-code elements. W<llli completed •nd will be n lklllted ti p<11rt ofthetechniClll •rchitecture•nd system requirements docurnentlltion. 
tr.ck1ndwilldllte mlp1tion requirements. •Asepar1teimplement..tionplanshouldbeclnrtyoutlined,determlninc 

thetimeline,tuks,tools,<11nd rl!SOl.lrcesneededtop,erformthl!SI! 
TheprojKtllCks1for1T111lizedprocessfornon-codetuksinthedlltllsystem requirementscollKtion, mip1tion,,ndnlkllltionactMties. The activities. 
projKthll.s<11formalizedprocessfor<11ppliClltioncodemip•tionbut llCks• c!Nr processforptherincnon-code•nd•ncill<llryelements includinc • Oi!Yelop•formalizeddlltll mip•tion.a:ept<llnceprocessforthe 
hllrdw<llre,sottw.re,interfKes,,ndbatchflles.The1bsenceof•separ1te,formalludprocess•nd rell<llnceon1T111nualprOCl!SSl!SuslncExcel rem.lninccydeswithdeflnedaceepu,ncecrlterla. 
worksheets !NY result in dlltll loss, poor quality, •nd techniClll isslll!s•ffKtinc system p,erfonrnince•nd user uperience. • o.terminewhllt wilidlltion is needed by other <111encies •nd stllkehoklers 

thlltrelyonCSEA'sKeiklsystem,ndoutputs. 
The Si's w.tmll •pproac:h requires upfront ptherinc•nd definition of • II requirements in • linNr sequence. Lite identifiC<lltion ofdlltll system 
mlcr1tion requirements ITIIIY 1'1!$Ult In lnsufflcient time or budpt to l!llfflltethe mlcr1tion properly. 2023.11.001.R2- lmoest1pte 1utom1ted tools for tr.clcinc and willdlltlnc 

dlltllsystemrequlrements. 
• Autom.ted (bu, n lidlltlon should be inYeStlpted to help Identify 
mbslncelements,incrNSl!dlltaKCUrxy,•nd•llni<llteresource 
constraints. 

2023.11.oot.R3-Ensuredllt11 systemrequlrementsarecomprehenslYI! 
•ndcompleteupfront. 
•Glvl!nthew.tmll,pproac:h,schedule•ndresoureeconsldemlons 
should bea:lven to incrRSinc system requirement ptherlnc upfront. 
•Theproject1T1111\11ersshouldensure1rNtercoordl11<11tlonofproJect 
lnfonrnltionneededforrequlrementsm<11n<111ement•ndtr'Kkinc, 
•conslder,nlteratlYl!approachfornon-codemill'atlon<lldlYllll!S,whlch 
• llowsforsever•lroundsofrevlew•ndvalidlltion. 

2023.11.001.R4-Appolntdedk:<llted OWi System Mlcmlon l.Ndsfrom 
bothProtech,ndCSEA. 
• consider identlfylnc dedie.ted Inds to IWlst with <1111<111yzinc the nlstlnc 
dllt11envlronment,identlfylncdllt11mla;r<111lonrequlrements,support1nc 
the mill'•tionprocess,troubleshootlnclssuesthiit•rise,,ndcoordirnitlnc 
taskswlthl'rotech,AIIY<llnced,o.Uohouse,,nd CSEA. 

TheprojKttum-bel's•refflPCl!d•ndtheenvironmentbetween PMI ProjKt M•n<111ement Body TheCSEASMf.s<11ppNrtobeenpcedinona:oincA.ssessmentsessions•ndxcountablefortimelycompletincrequiredt11sks, prollidinc N/A 
Protech •nd CSEA Is coll<llbor<lltlve. of Knowledce (PM BOK) Information, •nd responclinc to questions. The projKt tQm -bel's r,ea:ul<llrty seelt feedb9ck, Input, and clarlflaltion in , n open •nd respectful 

Chllpter 2.2 •nd PMI The m<11nner. The uperience•nd knowledp of Protech tum -bel's combined with the dedk:<lltion •nd hia:h lft'l!I of enpcement from CSEA SME.s 
Stllndard for ProjKt wpport the po$ltiYI! projKt tum erwlronment. 
M<11n<llpffll!nt(SPM)Chllpter 
3.2st1tetheimporu,nce1nd 
benefltsofcrminc• 
collabor111YeproJl!(ttum 
environment. 

PageSofS 

12/31/23: CSEA •ppointed two dedk:<llted OWi System Mia:r<lllion l.Ndll. It is unclnr If Protedi •lso •ppointed • dediCllted !Nd. A c!Nr 
planlsstlll mbslnc,,ndCSEAdocumented•formal iulll!rel<lltedtothel.ckofinforlTllltioncoordlll<lltion 1ndredundantreqlll!Stsrei<llted 
tothedlltasystem mill'•tion requirements. 

2023/12/31: CSEA •ppointed two dedk:<llted OWi System Mia:r<lllion l.Ndll. It is unclnr If Protedi •lso •ppointed • dediCllted Ind. A 
clnr planlsstlll mbslnc,,ndCSEAdocumented•formal iulll!rel<lltedtothel.ckof inforlTllltioncoordlll<lltion 1ndredundantreqlll!Sts 
rebitedtothedlltasystemmill'•tion requirements. 

Oosed N/A 2023/11/30 

Testreports~lddedtothe'#Mldy 
fflltusrneetinp.The r,eportcontains 
testinc•nddefectmetrics. 

Oosed u this is• positilll! obserr.ltion. 

Riskdosed<11Stheirwentoryofnon-code 
•nd •ncill<llry elementswucompleted. 

Oosed u this is• positilll! obserr.ltion. 
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KROM Project: IV&V Document Comment Log 

eJ 
ACCUITY 

ID# Page# Comment 
Commenter's 

Accuity Resolution 
Organization 

1 3 Correct Date to March CSEA IV&V agrees and has made the change. 

2 4,5,7, C- Change the reference to the SOW to be between CSEA IV&V agrees and has made the change. 
line 7, 9 DataHouse and Protech (DDI) 

3 4,5,7, C- Change the word baseline to agreed schedule CSEA IV&V agrees and has made the change. 
line 7, 9 

4 7 Knowledge Transfer reference should state, "just in time CSEA IV&V agrees and has made the change. 
training for July". 

5 

6 

7 
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